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Preface

The use of wireless communication systems has become an integral part of our
daily lives. With the rapid evolution of wireless technologies, it is now possible to
transfer a massive amount of data around the world in fractions of seconds, while
simultaneously supporting a large number of wireless users. Recent advancements
in wireless technologies such as smart home appliances, wireless health monitoring
gadgets, wireless traffic control management services, and ultra-high-definition
quality multimedia have added unprecedented comfort for human being. Moreover,
through Internet of things (IoT), it is expected that information and control of
surrounding objects can be gathered using a single control device. However, the
practical implementation of these concepts requires cutting-edge research toward
developing new techniques for enabling wireless data transfer among large number
of wireless devices with very high data rates. In recent years, several advanced
technologies have been proposed to enhance the spectral and energy efficiencies for
5G and beyond wireless systems. The concepts of multiple-antenna devices,
power-domain multiplexing, very high-frequency communication, and high chan-
nel mobility communication have triggered new dimensions of research in
multiple-input multiple-output (MIMO) systems, non-orthogonal multiple access
(NOMA), millimeter wave (mm-wave) communications, and vehicular communi-
cation, respectively.

This book provides brief introduction, basic concepts, recent advancements, and
opportunities for future research in various key enabling technologies for 5G and
beyond wireless systems. It also serves as a handy information source for the
researchers and practitioners working in all areas of wireless communications, with
particular emphasis on physical (PHY) layer techniques. These techniques are
massive MIMO, mm-wave communications, spectrum sensing and sharing,
device-to-device (D2D) and vehicle-to-everything (V2X) communications, and
machine learning.

In massive MIMO systems, a base station (BS) employs hundreds to thousands
of antennas. Using a large number of BS antennas enhances diversity and multi-
plexing gains, which in turn improves the reliability and speed of data transmission,
respectively. However, there are several challenges that need to be solved to enable
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practical realization of massive MIMO systems, such as pilot contamination,
channel estimation, precoding, and multi-user detection. Several chapters provide
background on different methods for resolving implementation challenges, discuss
limitations of existing techniques, and suggest possible future directions for
research in massive MIMO. On the other hand, spatial multiplexing of information
streams in MIMO systems requires all the antennas to be active all the time. This
generally induces interference among data streams transmitted through different
antennas at the receiver and also requires a dedicated RF chain for each transmit
antenna. The interference among different data streams, also known as inter-channel
interference (ICI), limits the bit error rate (BER) performance. Furthermore, using
dedicated RF chains for all antennas increases the system’s complexity. To mitigate
ICI and to reduce the number of RF chains, index modulation (IM) techniques have
been proposed. IM techniques include spatial modulation (SM), generalized SM,
media-based modulation (MBM), and orthogonal frequency-division multiplexing
with IM (OFDM-IM). This book includes chapters on these advanced modulation
techniques, which discuss fundamental concepts, performance comparison, and
challenges for future research.

In orthogonal multiple access (OMA) techniques, orthogonal resources are used
by different users in either time, frequency, or code domain for avoiding inter-user
interference. OMA techniques face several challenges due to its limited connec-
tivity and spectral efficiency. Non-orthogonal multiple access (NOMA) techniques
can solve the challenges related to massive connectivity and high spectral efficiency
by allocating a higher number of users and sharing the bandwidth occupied by a
user with other users. Furthermore, given the availability of vast spectrum
resources, mm-wave communications can offer much higher data rates, typically in
the order of 10 Gbps. Recent developments in mm-wave communications have
emphasized on the exploitation of directional beam-forming at both transmitter and
receiver via large-dimensional antenna arrays. Dense deployment of BSs yields
more efficient transmission of energy by beam-forming along the line-of-sight
(LoS) path to the receiving node. The use of a narrow beam width certainly results
in better PHY layer security performance. Moreover, it can also avoid the severe
impact of co-channel interference. Unfortunately, the mm-wave signals are sus-
ceptible to blockage by various common materials, including human bodies, trees,
buildings, and mountains. This requires further research and demonstration on the
viability of mm-wave technology in wireless networks. For example, in tactical
scenarios, it is not clear whether increasing the number of transmitters helps
improve the performance where RF transmitters and receivers are wearable devices.
To make the reader aware of these important techniques, several chapters have been
devoted to NOMA and mm-wave communications.

Wireless spectrum is one of the most vital components in wireless communi-
cations, but unfortunately it is becoming increasingly congested as the number of
devices grows day by day. To address this problem, the system needs to rely on
flexible techniques for spectrum sharing that can fulfill the growing requirements
of the next-generation wireless networks. Various spectrum sharing schemes have
been developed for cognitive radio networks in which the key idea is to exploit
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white spaces of wireless spectrum. In particular, various schemes have been shown
to help reducing the cellular traffic through the BS by enabling direct communi-
cations among end devices. As a result, D2D communication has been regarded as
one of the pivotal techniques in 5G and beyond wireless communications and
networks due to its unique advantages that include proximity gain and efficient BS
off-loading. For example, when two wireless devices are in close proximity,
enabling direct communication between them can provide a crucial solution for
several real-time applications, e.g., real-time monitoring, video gaming, file sharing,
etc. A few chapters in this book discuss different spectrum sensing techniques and
resource allocation for D2D communications.

This book also contains chapters that extensively cover various forms of
vehicular communications and the role of physical layer security in such
security-prone systems. In general, vehicular communication is a promising tech-
nology to realize automatic vehicle systems and smart traffic handling, and
improving the safety of drivers, passengers, and pedestrians. It aims to modernize
the operation of vehicles, help drivers to take appropriate decisions, and manage
vehicle traffic along with offering useful applications for passengers. This tech-
nology enables a platform for sending and receiving data related to traffic, road
conditions, and other environmental conditions in the form of vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I). For instance, if any vehicle detects a
hazard, the sensors of that vehicle automatically alert the corresponding platform,
which can then spread the information to the nearby vehicles connected through the
same platform so that these nearby vehicles can apply risk measures. However, due
to the mobile nature of vehicles, the topology for vehicular networks turns out to be
highly dynamic and therefore poses several challenges for its implementation.
Diverse communication environments and mixtures of different communication
forms of V2X communications make the modeling of propagation environments
complex and challenging. The high density of vehicles with high mobility and
random surroundings makes characteristics of vehicular channels far from trivial.
This means that channel models that have been extensively studied for the cellular
networks might not be directly suited for vehicular networks. Taking these facts
into account, a few chapters in this book present fundamental details of different
kinds of vehicular communications and examine challenges and roadblocks that
need to be resolved.

Organization of the Book

Different chapters covering the fundamentals and PHY layer design aspects of
different techniques can be useful to the readers to get familiar with the funda-
mentals and to identify research problems.

In Chap. 1, the authors discuss fundamental concepts of conventional single-
antenna systems and highlight the motivations for introducing multiple-antenna
communication systems. Multiple-antenna (MIMO) system helps to achieve higher
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system throughput (by enabling multiple data streams) and reliability (by exploiting
multiple diversity paths). This chapter focuses on various aspects of designing
MIMO antennas. Chapter 2 provides insights into massive MIMO and covers the
pilot contamination aspect in such systems. In massive MIMO, the BS requires
complete and accurate channel state information (CSI) for maximizing the benefits
of massive MIMO technology. The CSI can be obtained either through feedback
from users or channel reciprocity techniques. The use of non-orthogonal pilot
sequences sent by users for determining CSI is the main source of pilot contami-
nation in the uplink data communications. Various pilot contamination scenarios
and possible solutions are extensively studied in this chapter. Chapter 3 examines
the problem of symbol detection in uplink massive MIMO systems. The traditional
linear detectors such as zero-forcing and minimum mean-square error detectors are
presented, and their limitations are discussed. Several approximate forms of inverse
and iterative detection techniques are also presented as low-complexity alternatives
to the linear detection schemes. This chapter also includes discussion on BER
comparison and computational complexity. In Chap. 4, various index modulation
(IM) techniques are introduced, which serve as efficient low-complexity solutions
for reliable information transmission in 5G and beyond wireless systems. IM
schemes based on indexing across different resources are discussed in detail,
including system models and spectral efficiencies. Furthermore, the maximum
likelihood detection scheme is discussed for each of the IM schemes presented in
this chapter.

Chapter 5 covers the design and detection of a sparse code multiple access
(SCMA) scheme. It also provides a brief introduction to the code-domain-based
SCMA and non-orthogonal multiple access (NOMA) for achieving high spectral
efficiency and low latency in 5G and beyond wireless systems. Furthermore, this
chapter also presents the hybrid multiple access schemes based on code-domain and
power-domain NOMA with simulation results showing the impact of SCMA. In
Chap. 6, performance of practical NOMA systems under hardware impairment is
examined. In particular, closed-form expressions for different performance metrics
such as outage probability and throughput are derived and useful insights are
drawn. Moreover, detection ability with both imperfect successive interference
cancelation (SIC) and perfect SIC in the presence of hardware impairments is also
discussed. Chapter 7 presents an overview of various challenges associated with
mm-wave-based cellular networks and introduces key design concepts. This chapter
also introduces a stochastic geometry-based framework to assess the effect of
exploiting mm-wave for cognitive-based multi-tier cellular networks. Several
metrics such as outage probability, area spectral efficiency, and energy efficiency
are theoretically derived, with numerical results to demonstrate the advantages
of the proposed approach.

Chapter 8 examines recent works done in the area of mobile multi-user
full-duplex (FD) relaying systems. Major challenges for the deployment of FD
systems and the modeling of residual self-interference at a FD node are also dis-
cussed. Further, works related to the multi-user half-duplex and FD with different
relaying schemes are presented in detail. This chapter also highlights the
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performances of various multi-user scheduling schemes and suggests various
potential applications of FD relaying for mission-critical communications. Chapter
9 presents a comprehensive overview of various filter techniques for reducing the
peak-to-average power ratio (PAPR) of waveforms envisioned for 5G and beyond
wireless systems. The authors also conduct comparative performance analysis
of these techniques to elucidate their merits. They also discuss different
non-orthogonal waveforms such as generalized frequency-division multiplexing,
filter bank multicarrier (FBMC), biorthogonal frequency-division multiplexing, and
universal filtered multicarrier.

In Chap. 10, the authors describe a strategy for minimizing the total power
consumption while satisfying the desired coverage of participating nodes to provide
the minimum required throughput over a wireless network. In order to achieve the
goal, they provide an optimization framework for the deployment of BSs, their
number, and transmit power under different scenarios. In Chap. 11, different types
of spectrum sensing (SS) algorithms are introduced, which include blind SS tech-
niques and non-blind SS techniques. In the discussion, different noisy scenarios are
considered such as white Gaussian noise and colored noise. It also introduces the
concept of cooperative spectrum sensing and FD communications for 5G and
beyond wireless systems. Chapter 12 investigates performance of an energy har-
vesting (EH)-enabled cooperative cognitive radio network (CRN) under Weibull
and Erlang distributions. In this chapter, the authors analyze the performance in
terms of prediction error, collision constraint, number of CR nodes under cooper-
ation, number of frames, and shape parameters of the distribution functions on the
performance of EH-CRN. In Chap. 13, the authors analyze the impact of the buffer
length on blocking probability and cumulative handoff delay (CHD) for various
proactive spectrum handoff schemes. Moreover, this chapter includes detailed
comparison of results for blocking probability and CHD in terms of the primary
user’s arrival rate and mobility parameter of spectrum holes.

Chapter 14 discusses the integration of IoT into satellite networks, which is one
of the key focuses in 5G and beyond systems. In this chapter, the authors present
comprehensive performance analysis of an overlay multi-user satellite-terrestrial
network (OMSTN) where terrestrial secondary devices cooperatively assist
multi-user primary satellite communications to access spectrum for secondary
communications. They perform analysis on the achievable diversity order of the
considered OMSTN under two scenarios, namely when interferers’ power is fixed
and when it varies with the transmit power of the main satellite and IoT nodes. The
authors also introduce a scheme for adaptively choosing the power splitting factor.

In Chap. 15, the authors first give a brief introduction to the potential usage and
different modes of operation of D2D communication in the next generation of
wireless networks. Then, to seamlessly integrate D2D communications in cellular
networks, they present the challenges in designing optimal resource allocation
schemes. The authors then classify existing resource allocation schemes based on
challenges of different D2D scenarios. Chapter 16 discusses various forms of
vehicular communications such as V2V, V2I, V2P, and V2N. This chapter also
highlights recent advancements done for different modes of vehicular
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communications, collectively referred to as V2X communications. Moreover, it
identifies potential research directions to address challenges for bringing V2X
communications into operation. As security is one of the major concerns in
vehicular communications, Chap. 17 provides a framework to ensure secure
communication in cooperative vehicular relay networks with the help of physical
layer security techniques. In this chapter, the authors examine a cooperative
vehicular network in which a moving source vehicle communicates to a fixed
destination infrastructure terminal with the help of a moving relay vehicle in the
presence of a passive eavesdropper vehicle. For the considered network, the authors
evaluate the system secrecy performance in terms of secrecy outage probability and
other performance metrics.

Recent developments in machine learning algorithms in which the models are
capable of learning from the data themselves have been proved very promising for
various wireless communication problems and scenarios. Motivated by this,
Chap. 18 identifies design problems faced in 5G infrastructure that can be modeled
as machine learning problems. The authors provide detailed explanation on how to
leverage well-explored machine learning models for solving the problem at hand.
They also discuss the idea of exploiting spatial and temporal information present in
both user-level and network-level data in solving many infrastructure planning
problems.

Shirpur, India Manish Mandloi
Silchar, India Devendra Gurjar
Silchar, India Prabina Pattanayak
Saskatoon, Canada Ha Nguyen
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Chapter 1
MIMO Antennas: A 5G
Communication Perspective

Gaurav Singh Baghel, M. V. Swati, and Sourav Ghosh

Abstract The conventional single-input-single-output (SISO) system exhibits a
major problem of having limited throughput, coverage and data rate. These draw-
backs can be overcome by smart antenna technologies such as multiple-input-
multiple-output (MIMO) technologies and beamforming antenna array. In MIMO
systems, multiple antennas are used for both transmission and reception, which is
the crucial architecture for emerging wireless communication systems. MIMO tech-
nologies increase the system throughput thanks to the utilization of multiple data
streams for transmitter and receiver ends. In current fourth-generation (4G) commu-
nication systems, the n × n MIMO architecture has the number of antennas n as 2
or 4. But in the emerging fifth-generation (5G) communication systems, the number
of antennas increases to n > 8. This practice of using a greater number of antennas
solves the problem of limited throughput, coverage and data rate. MIMO antenna
design is not a minor task; rather, it has to be done carefully in order to uphold some
performance metrics.

Keywords MIMO antenna · Channel capacity · System throughput ·
Electromagnetic band-gap (ebg) · Massive MIMO · mm-wave MIMO.

1.1 Introduction

With the rapid growth of fifth-generation (5G) communication systems, MIMO tech-
nology is one of the most promising technologies for future mobile communication.
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The demand of 5G system is increasing because of its high transmission rate, low
latency compared to the current 4G system (Andrews et al. 2014). International
Telecommunication Union (ITU) has reported the frequency bands of 3.4–3.6 GHz,
5–6 GHz, 24.25–27.5 GHz, 37–40.5 GHz and 66–76 GHz bands for 5G commu-
nication (Marcus 2020) and the Federal Communications Commission (FCC) has
declared the spectrum of 27.5–28.35 GHz for 5G.

In MIMO systems, spatial multiplexing is used to split complete data into lower
data rate streams to transmit using n-antennas. To distinguish these different data
streams in receiver end, signal-to-noise ratio (SNR) should be very high which can
be improved by using appropriate communication protocols. Full Duplex and Spatial
Modulation techniques can easily mitigate the issues existing in conventional MIMO
systems for 4G communications such as multiple RF chains involvement, synchro-
nism among multiple radiating elements and inter-channel interference. To attain
the multiplexing gain by transmitting the information simultaneously, multiple num-
ber of radiating elements are required at both receiving (Rx) and transmitting (Tx)
sides (Rappaport et al. 2015). Therefore, MIMO antenna system is the prerequisite
requirement for satisfying the large throughput with available bandwidth (Abdullah
et al. 2019).

The MIMO system throughput (channel capacity) can be conveniently enhanced
by increasing the number of radiating elements at the base station and mobile terminal
simultaneously (Sanchez-Fernandez et al. 2008). MIMO provides the high quality of
services for different multimedia applications for wireless communication system of
future generation. Although the diversity and spatial multiplexing of the system can
be improved, the complexity is increased due to a large number of radiating elements;
hence, cost of the radio frequency (RF) chain is also increased. MIMO system with
Nr receiving antenna and Nt transmitting antenna requires complete Nt × Nr number
of RF chains which include low noise amplifier (LNA), down-converter and analog-
to-digital converter (ADC). So the additional number of digital signal processing
and large number of RF chains make the MIMO system complex and expensive
(Molisch and Win 2004). This is the main drawback of MIMO system. To overcome
this problem, one of the possible solutions is to implement different optimization
techniques for selecting optimum number of antennas without degrading its system
performance. Genetic algorithm (GA) is one of the most effective approaches to
optimize the number of receiving and transmitting antennas in MIMO system with
low computational complexity (Lu and Fang 2007).

Other characteristics to determine the performance of massive MIMO systems
(n > 8) are mutual coupling. Electromagnetic band-gap (EBG) structures are used
in the conventional MIMO antenna systems to overcome the disadvantage of mutual
coupling in the system. The millimeter-wave MIMO technologies with high gain
antennas are the promising candidate for high data rate applications such as high-
quality video (8K) streaming with reduced path loss. Incorporating cognitive radio
in such architectures enhances the spectrum utilization ability of a system which is
a crucial need for 5G communication. Currently, 2.6 GHz frequency band is used in
MIMO technology for 4G end users. For the sub-6 GHz 5G communication portable
devices, the 3.6 GHz frequency band appears promising.
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The key advantage of MIMO system is the compactness of incorporated radiat-
ing elements, which allow the higher frequency operation as well as reduction in
interference without bandwidth expansion.

1.2 Single Element Versus Multiple Antenna System

There are many challenges of SISO antenna system such as multi-path fading and
low channel capacity (C). The channel capacity (C) of a communication system can
be mathematically given as:

C = log2

(
1 + Pt

σ 2
n

|h|2
)

(1.1)

where Pt
σ 2

n
|h|2 is signal-to-noise ratio (SNR), Pt is the transmitted power, σ 2

n is the
noise power and |h| is the channel matrix (Holter 2002).

General schematic of various antenna systems is illustrated in Fig. 1.1.
Due to the rising demand of wireless data traffic, millimeter-wave frequency band

(30–300 GHz) is the obvious way for 5G communication system. It suffers huge
propagation loss due to the high carrier frequency at millimeter-wave operational
regime and high atmospheric losses due to the oxygen and water molecules present
in the atmosphere (Niu et al. 2015; Rappaport et al. 2015). To mitigate these losses,
highly directional antennas and steerable narrow beam antennas are required. By
using a single antenna, it is very difficult to compensate these types of losses. So
instead of using a single antenna, arrays of antenna can be used to produce high
directive gain and to steer the main beam (Yang 2008). At high frequencies, size

(a) SISO System (b) SIMO System

(c) MISO System (d) MIMO System

Fig. 1.1 Illustration of various antenna systems
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of the antenna will be very small, so one single antenna is not sufficient to produce
high directive gain in a particular direction. Hence, to overcome disadvantages of the
SISO system, MIMO antenna system is being deployed for future 5G communication
networks.

Figure 1.2 shows the graphical comparison of SISO (single element), SIMO (1 × 2
array), MISO (2 × 1 array) and MIMO (2 × 2 array) antenna systems on the basis
of channel capacity as well as SNR value.

Figure 1.3 shows the graphical comparison of SISO and MIMO antenna systems
on the basis of channel capacity as well as SNR value. It is evident from the plot
that increase in the number of radiating elements results in the enhanced channel
capacity for a fixed value of SNR.

Fig. 1.2 Channel capacity
for various systems: (i) 1 × 1
SISO; (ii) 1 × 2 SIMO; (iii)
2 × 1 MISO; and (iv) 2 × 2
MIMO

Fig. 1.3 Channel capacity
for various systems: (i) 1 × 1
SISO; (ii) 4 × 4 MIMO; (iii)
8 × 8 MIMO; and (iv)
16 × 16 MIMO
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1.3 MIMO Antenna System

This section deals with chronological design methodology of a MIMO antenna sys-
tem. Further, different antenna elements used in multiple element MIMO systems
have also been briefly discussed. Figure 1.4 shows the general steps to be followed
while designing a MIMO antenna system. These steps are coarsely divided into two
parts: (i) physical design and (ii) performance analysis.

1.3.1 MIMO Antenna Design Methodology:

1. Frequency:
The very first step in the MIMO system design is to select proper frequency of
operation. For the 5G communication system, antenna should operate in the com-
plete frequency band allotted by FCC with optimum performance characteristics.

2. Unit cell:
The receiving antennas will receive multiple transmitted signals via different
paths, called diversity, with complex fading coefficient and noise. The path will
be selected according to three ways—selection diversity method (path with max-
imum SNR), maximum ratio combining (MRC) method (depend on optimum
linear combination of path signal) and equal gain combing (EGC) method (com-
bine the path gain in same phase) (Brennan 1959). Transmitting antenna requires
a feedback path from the receiver to the transmitter. A single transmitting antenna
may be selected according to highest equivalent SNR values.

3. Number of elements:
The gain and throughput of the system can be enhanced by deploying (n × n)
antenna in MIMO system. The number n is dependent on the above-mentioned
performance parameters. On the other hand, while increasing n, mutual cou-
pling between neighboring elements and bandwidth increases. Hence, one should
carefully take the trade-off between these characteristics. For selecting multiple

Fig. 1.4 Design methodology of MIMO antenna systems
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radiating elements at the transmitter end, single receiving antenna has to be fixed
and most suitable Lt number of antennas can be chosen from total Nt number of
antennas (Nt > Lt) at the transmitter end.

4. Channel capacity:
Channel capacity of any communication system may be defined as its maximum
attainable data rate. For an additive white Gaussian noise (AWGN) channel, it
can be easily computed using (Rappaport et al. 2015):

C = B log2

(
1 + S

N

)
(1.2)

where C is the capacity of the channel, B is the bandwidth, S
N is the signal-to-noise

ratio of the system. The calculation of this parameter is important while designing
the MIMO system.

5. Mutual coupling:
With increase in the radiating elements to improve the capacity, neighboring
elements start interfering with each other’s radiation, this is known as mutual
coupling between array elements. This unwanted coupling reduces the gain of
antenna system and gives rise to the interference. To optimize the system per-
formance, high port isolation is necessary between radiating elements to reduce
mutual coupling.

6. Bandwidth:
Bandwidth of any communication device can be defined as the largest working
frequency band. Currently, FCC has allotted sub-6 GHz band and 22–28 GHz
band (with center frequency as 24 GHz). The MIMO antenna system (unit cell
as well as array) should perform optimally within the band. By increasing the
number of radiating antenna elements to improve system throughput, bandwidth
also increases. Hence, this trade-off should be estimated thoroughly.

7. Coverage:
Another deciding factor for the deployment of 5G communication network is
the coverage of the antenna. Basically, millimeter-wave communication is con-
strained by its range and obstruction penetration capabilities. As center frequency
for 5G communication is around 24 GHz, the range is very small (500 m). Hence,
for standalone 5G system, a large antenna array is needed for optimum perfor-
mance (i.e., high data rate). System designer has to consider coverage constraints
also.

1.3.2 Performance Enhancement of MIMO Systems

Therefore, to meet the demand of 5G technology, one should design a MIMO antenna
with high efficiency, high gain, wide bandwidth and compact size. It is very difficult
to fabricate multiple number of antennas within a limited space, and it will increase
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the hardware complexity and cost. So it is very important to select optimum number
of radiating elements at the receiving and transmitting ends to alleviate the cost and
complexity, as well as to maintain the advantages of the MIMO system. Recently,
different MIMO antennas have been designed with different shapes for different
frequency bands (Zhang et al. 2012; Li et al. 2016; Luo and Yang 2019; Wong et al.
2017). Generally, below 6 GHz band and mm-wave band are used for designing
MIMO antenna to match the specification of 5G technology. It has been seen that
in sub 6 GHz band MIMO antenna with large number of antenna elements receives
higher transmission efficiency for 5G communication (Komandla et al. 2017; Li
et al. 2016). But the main challenge is to mitigate the interference between radiating
elements. Several techniques have been adopted to solve these issues (Chiu et al.
2007; Cihangir et al. 2014; Li et al. 2011; Zhang et al. 2012; Li et al. 2016; Su et al.
2011; Wang and Du 2013, 2014; Wong et al. 2017; Zhang et al. 2011; Zhao and Ren
2019; Zhu et al. 2009). In order to make design procedure simple, various decoupling
methods are proposed to improve the isolation, such as neutralization line (Cihangir
et al. 2014; Su et al. 2011; Wang and Du 2013, 2014), defected ground structure (Chiu
et al. 2007; Zhu et al. 2009), etching slots (Zhang et al. 2011), connecting parasitic
strips (Li et al. 2011), using self-coupling method (Zhao and Ren 2019), orthogonal
polarization techniques (Zhang et al. 2012; Li et al. 2016) and asymmetrically mirror
antenna (Wong et al. 2017).

1.4 Comparative Study of SISO, MIMO and Massive
MIMO System

SISO systems utilize single radiating element at the transmitting (Tx) and receiving
(Rx) ends, whereas in the MIMO system multiple number of elements are being
deployed at both the ends. In comparison with SISO system, MIMO system has
much better system throughput and reliability. Multiplexing gain, diversity gain and
the array gain of MIMO antenna system are also much higher than SISO antenna
system (Lu et al. 2014; Ordónez et al. 2011). The diversity gain of MIMO depends on
the number of channels between Tx and Rx ends responsible for the diversity gain,
which can be increased if more number of channels are present. On the other hand,
maximum multiplexing gain of MIMO system can be attained while lesser number of
antennas exist at Tx and Rx ends. Therefore, a trade-off always exists between these
two gains, and it is very difficult to attain these parameters simultaneously (Ordónez
et al. 2011). In massive MIMO system, larger numbers of radiating elements are used
to compare conventional MIMO system (Larsson et al. 2014). The performance of the
system can be evaluated under four situations—SISO antenna system, single-user
MIMO (SU-MIMO) antenna system, multiuser MIMO (MU-MIMO) system and
massive MIMO system. The communication model has Nt number of transmitting
antennas at the transmitter end and Mr number of receiving antennas for each Ku

user at the receiver end.
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Fig. 1.5 Systematic
representation of SISO
systems

1. SISO System [Nt = 1, Mr = 1 and Ku = 1]:
SISO system is comprised of single element in each transmitter and receiver
module, which communicates using single channel as presented in Fig. 1.5.
In SISO system, Tx and Rx have only one single antenna and the received signal
y is denoted as:

y = Hx + n (1.3)

where H is the channel matrix, x is the transmitting vector and n is the noise
vector which is additive white Gaussian noise (AWGN). Here, the noise is a
complex normal distribution function denoted as CN (0, σ ), where mean is zero
and standard deviation is σ . For SISO system, channel matrix will be scalar one
dimensional, so the received signal (y) can be written as SISO channel capacity
(bits/s/Hz) can be defined as (Rappaport et al. 2015):

CSISO = log2(1 + γ ) = log2

(
1 + h2 Pt

σ 2
n

)
(1.4)

where h is channel coefficient, Pt is transmitted power, σ 2
n is the noise power and

γ is the signal-to-noise ratio (SNR). So the channel capacity of a SISO system
can be enhanced by increasing the SNR of the system.

2. SU-MIMO System [Nt > 1, Mr >1, and Ku = 1]:
SU-MIMO system is comprised of multiple elements in both transmitter and
receiver modules, which communicate using multiple parallel channels with sin-
gle user as represented in Fig. 1.6.

Fig. 1.6 Systematic
representation of SU-MIMO
systems
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In MIMO antenna system, the spectral efficiency and data rate are increased sig-
nificantly without affecting the SNR or bandwidth due to the multiple number
of antennas present at both Tx and Rx sides. The additional channel capacity
of a MIMO system is generated by the reason of spatial multiplexing through
multi-channel transmission from multiple radiating elements (Mattigiri and Warty
2013). The additional capacity of the channel comes at the expense of space (gen-
erally for mobile handset), cost for the deployment of multiple radiating elements
and signal processing complexity (Goldsmith 2005). In SU-MIMO system, only
one user will be served among K number of users within a single transmission
time interval and the received signal vector can be described as

ym = √
ρHmnxn + nm (1.5)

where xn is transmit signal vector (xn ∈ CNt×1), nm is the noise vector (nm ∈
CMr×1) and n is the transmitting antennas (n = 1, 2, 3 . . . Nt), m is the receiving
antennas (m = 1, 2, 3 . . . Mr). Hmn is the channel matrix, ρ represents the nor-
malized transmit power and the total power of the system is unity (E ‖xn‖2 = 1).
The channel capacity (bits/s/Hz) of a SU-MIMO system can be written as

CSU-MISO = log2

∣∣∣∣I + ρ

Nt
HH ∗

∣∣∣∣ (1.6)

Here I is the identity matrix and the channel capacity of SU-MIMO system is
bounded by:

log2(1 + ρMr) ≤ CSU-MISO (1.7)

log2(1 + ρMr) ≤ min(Nt, Mr) log2

(
1 + ρ max(Nt, Mr)

Nt

)
(1.8)

3. MU-MIMO System [Nt > 1, Mr > 1, MKu = 1 and Ku = 1]:
MU-MIMO system is comprised of multiple elements in both transmitter and
receiver modules, which communicate using multiple channels allotted to each
user as illustrated in Fig. 1.7.
MU-MIMO has many advantages over the SU-MIMO system, such as (1) it
attained multiuser diversity in spatial domain by managing the total resources
to the multiple users for spatially correlated channels (Li et al. 2010); (2) MU-
MIMO transmitting antennas can transmit the signal to the many users at the same
time, and therefore, one single antenna can be used at the user end to reduce the
cost of the system; (3) it is comparatively less sensitive for propagation (Kim and
Malladi 2012). The received signal vector (yk ∈ CKu×1) of a MU-MIMO system
may be expressed as:

yk = √
ρHk,nxn + nk (1.9)
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Fig. 1.7 Systematic
representation of
MU-MIMO systems

where Hk,n is the channel matrix (Hk,n ∈ CKu×Nt ), xn is the transmit signal vector
(xn ∈ CNt×1) and nk is the noise vector (nk ∈ CKu×1) of MU-MIMO system. The
capacity of a MU-MIMO system can be represented as:

CMU-MISO = max log2 |I + ρHPH ∗| (1.10)

where P is a diagonal matrix (P = p1, p2, . . . pk ) with power allocation. In recent
years, various MU-MIMO antenna systems have been developed because of its
better system performance in terms of capacity and reliability (Li et al. 2010).

4. Massive MIMO System [Nt � Mr and Nt → ∞ or Mr � Nt and Mr → ∞]:
Massive MIMO system is similar to MU-MIMO, but the number of radiation
elements is very large in either transmitter or receiver module as illustrated in
Fig. 1.8.
In massive MIMO system, the spectral efficiency is enormously increased due to
the presence of huge number of antennas (Larsson et al. 2014; Lu et al. 2014).
For the first condition (Nt � Mr and Nt → ∞), the channel capacity of massive
MIMO system can be written as

Cmassive MIMO ≈ Mr log2 (1 + ρ) (1.11)

And for the second condition (Mr � Nt and Mr → ∞), the channel capacity
becomes

Cmassive MIMO ≈ Nt log2

(
1 + ρMr

Nt

)
(1.12)

From these two equations, it is observed that channel capacity of a massive system
increased linearly with the increment of number of antennas at both Tx and Rx
ends.
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Fig. 1.8 Systematic
representation of Massive
MIMO systems

1.5 mm-Wave MIMO

Till date, major civilian communication systems work below 30 GHz frequency
including recent research on 5G band with center frequency around 28 GHz. Fre-
quencies higher than 30 GHz are mainly exploited by military and space science
application (Rappaport et al. 2017). In recent years, very popular mm-wave bands
(30–300 GHz) open up new frontiers for 5G mobile communication because of its
wide bandwidth which meets the demand of wireless data traffic (Elkashlan et al.
2014). It is a conception regarding using this mm-wave frequency for communi-
cation that the attenuation of signal increases adequately over frequency. But it is
evident from many literatures available on behavioral analysis of mm-waves in dif-
ferent environments that if we consider the constant gain antenna (obviously with
respect to frequency), then only Friis equation is valid. So mm-wave massive MIMO
is one of the key technologies for future mobile communication (Mumtaz et al.
2016). Antenna arrays with different beamforming techniques are the heart of this
technology. In mm-wave bands, the size of the antenna elements will be very small;
therefore, it will enable massive MIMO antenna technology as large number of anten-
nas can be incorporated at both Tx and Rx terminals (Swindlehurst et al. 2014). But
the designing of antenna array in mm-wave bands is a very complicated job as it is
very difficult to fabricate large number of antenna elements within a limited space.
There are several other design challenges which include:

1. The compact arrangement of antenna elements causes mutual coupling between
antenna elements which will degrade the system performance. Different
approaches are already developed to minimize the mutual coupling (Chiu et al.
2007; Cihangir et al. 2014; Li et al. 2011; Zhang et al. 2012; Li et al. 2016; Su
et al. 2011; Wang and Du 2013, 2014; Wong et al. 2017; Zhang et al. 2011; Zhao
and Ren 2019; Zhu et al. 2009).

2. Inter-element spacing should be very small to attain the required scanning perfor-
mance; otherwise, grating lobe may appear in the undesired direction (Niu et al.
2015).

3. In high frequencies, efficiency and sensitivity of the system reduced significantly
due to high losses in the feed line connected to each antenna element and phase
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shifter. So different feeding techniques have been proposed to minimize these
types of losses.

4. In mm-wave, due to high propagation loss and different atmospheric losses,
high gain antenna arrays are required. But with the increment in directivity, the
beamwidth of the array gets narrower; therefore, antenna array beamforming
technology should be adopted (Niu et al. 2015).

The challenges of mm-wave MIMO in terms of communication aspects are chan-
nel modeling. There are many channel models available for lower frequency spectrum
such as COST and 3GPP models etc, but these are unable to exploit complete char-
acteristics of mm-wave band. Covering complete spectrum of mm-wave is the key
challenge in channel modeling (Hemadeh et al. 2018; Rappaport et al. 2017).

1. Unavailability of measured propagation characteristic in mm-wave region.
2. Pre-existed models work on a narrow band (≈ 100MHz) and this cannot be

directly scaled to mm-wave spectrum because of their wider bandwidth (Hemadeh
et al. 2018).

3. Due to the multi-path channel capability, closely spaced users can receive same
signal from same path and it should be incorporated while modeling the mm-wave
channel (Adhikary et al. 2014).

In this mm-wave spectrum, MIMO elements and channels will be huge in terms of
quantity. Hence, it is also described as mm-wave massive MIMO. Basically, at such
high frequency, antenna element size is very small, and in the array form, separation
between radiating elements should be at least 0.5λ. The formation can be of three
major categories: (1) uniform linear, (2) uniform planar and (3) uniform circular
array. These formations are shown in Fig. 1.9.

In current 5G communication scenario, uniform planar antenna array is being
investigated thoroughly because this formation exhibits higher gain with proper space
utilization. Array factor of the uniform planar antenna array can be expressed as:

AF(θ, φ) = [
1, ..., ej[mX φX +nY φY ], ...

]T
, (1.13)

Fig. 1.9 Different array formations: a uniform linear; b uniform planar; c uniform circular
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where {
φX = 2π

λ
DX sin(θ) cos(ϕ)

φY = 2π
λ

DY sin(θ) sin(ϕ)

where total number of antenna elements, N = NX MY , with indices mX and nY be
1 ≤ mX ≤ NX − 1 and 1 ≤ nY ≤ NY − 1. DX and DY are the separation between
two elements in x- and y-axis, respectively.

1.6 Antenna Array Beamforming:

The throughput of a MIMO system can be improved by different beamforming tech-
niques. The beamforming is a technique that can be performed by regulating the phase
of the transmitted signal from each radiating element to obtain the main beam in par-
ticular direction (Gao et al. 2017; Roh et al. 2014). The architecture of beamforming
can be categorized into three techniques: analog beamforming technique (performed
in analog domain), digital beamforming technique (performed in discrete domain)
and hybrid beamforming technique (performed in both analog and digital domain)
(Kutty and Sen 2015). The first method can be applicable for single-user system only,
whereas remaining two techniques can be employed for both, single and multiuser
systems (Gao et al. 2017).

1. Analog beamforming:
In analog beamforming, the RF front end of the antenna array is analog base-
band and only the phase of the signal with single data stream is generally used to
control the optimum gain and SNR. In this method, the beam can be formed using
a single RF chain at both Tx and Rx terminals based on the available channel as
presented in Fig. 1.10. Not only beamforming, beam steering is also an important
factor for antenna array. The analog beam-former vector f and analog combiner
vector w can be selected according to the following condition (Busari et al. 2017):

(
wopt

i , f opt = arg max |w ∗ Hfl |2
)

(1.14)

Fig. 1.10 Analog
beamforming architecture
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where wi =
√

N −1
t exp jφi for all i, and fl =

√
M −1

r exp jφl for all l. But in systems
where a large number of radiating elements are used (i.e., MIMO system), it is
very difficult to find perfect channel state information (CSI). Thus, to improve
the performance of MIMO system, beam training is also necessary, where Tx
and Rx jointly selected the pair of best beamforming antennas from predefined
codebook (Gao et al. 2017). However, in massive MIMO system, the codebook
size is huge; thus, different beam training approaches were developed to optimize
the overhead. Wang et al. (Wang et al. 200) developed a beamforming protocol
based on discrete phase-shift codebook for high-speed mm-wave communication.
Although the hardware cost for analog beamforming method is very less due to
the single RF chain, the performance of the system will be degraded as only phase
of transmitted signal can be controlled using this method. Apart from this, analog
beamforming method is also not useful for multiuser system, so it is insignificant
for massive MIMO technology (Busari et al. 2017).

2. Digital beamforming:
In digital beamforming technique, the phase and amplitude of the transmitted
signal can be regulated for single-user as well as multiuser system. The basic
architecture of a digital beamforming system is illustrated in Fig. 1.11. For single
user, Nt transmitting antenna can transmit multiple data streams to the receiver
connected with Mr receiving antenna (Nt × Mr). In this method, D numbers of
digital precoder and Nt RF chain are used for data transmission. On the other hand,
for multiuser system, Nt transmitting antenna can transmit multiple data streams
to Ku number of users each having Mr receiving antenna, and the size of RF chain
will be Nt and digital precoder size will be (Nt × MrKu). such that Nt = MrKu.
The kth user has (Nt × Mr) digital precoder Dk = [D1, D2, D3 . . . DKu ]; then, the
signal received by kth user can be written as (Busari et al. 2017)

yk = Hk

Ku∑
n=1

Dnxn + nk (1.15)

Fig. 1.11 Digital
beamforming architecture
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where xn is the transmitted signal vector before precoding, Dn is denoted as
precoder, Hk is the channel matrix of size (Nt × Mr) and nk is noise vector. To
avoid interference at the receiving terminal precoder, Dn may be selected so that
it can assure the condition (HkDn = 0) is satisfied (Shen et al. 2006). As digital
beamforming technique can be capable of controlling both phase and amplitude
of the transmitted signal, so it has better system performance compared to analog
beamforming technique. The main challenge of digital beamforming technique
is the requirement of separate RF chain for each radiating element. Hence, the
hardware cost and power utilization of the system will be very high, so it will not
be useful for mm-wave massive MIMO systems.

3. Hybrid beamforming: This technique is one of the promising techniques which
can enhance the system performance compared to analog beamforming method
as well as reduce the complexity of digital beamforming technique (Alkhateeb
et al. 2015; Kutty and Sen 2015; Molisch et al. 2017; Zhang et al. 2017). In
hybrid beamforming method, the optimal system performance may be attained
by reducing the number of RF chains, so the cost and power consumption of the
system will be reduced significantly (Zhang et al. 2011). For mm-wave MIMO
system, hybrid beamforming technique can be realized using two stages: In first
stage, digital precoders are generally used with minimum number of RF chains
which reduce the coupling, and in the second stage, analog beamformer is used
with large number of phase shifters (no RF chain) to enhance the antenna gain
(Alkhateeb et al. 2015).
The performance of hybrid precoder can be measured for single-user as well
as multiuser system. For single-user system, it is categorized into two distinct
groups: (i) spatially sparse architecture, where all the transmitting antennas are
associated with each RF chain through phase shifters as illustrated in Fig. 1.12a,
and (ii) successive interference cancellation (SIC) architecture, where the group
of transmitting radiating element is associated with each RF chain as represented
in Fig. 1.12b. For multiuser system, the combination of analog and digital beam-
forming technique has been adopted (Molisch et al. 2017). In this type of system,
Nt transmitting antennas can transmit the multistream data through NtRF RF chain
in such a way that the condition NtRF ≤ Nt is maintained, and each Ku user is con-
nected with Mr receiving antennas along a single RF chain. The received signal
vector of a multiuser hybrid precoder can be expressed as (Busari et al. 2017):

rk = Hk

Ku∑
n=1

AnDnsn + nk (1.16)

where digital precoder Dk = [D1, D2, D3 . . . DKu ] is followed by analog pre-
coder Ak = [A1, A2, A3 . . . AKu ]. After multiplying with analog combiner (wk ),
the received signal (yk ) can be written as (Busari et al. 2017):
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(a) Fully-connected hybrid beamforming architecture

(b) Sub-connected hybrid beamforming architecture

Fig. 1.12 Beamforming architecture for mm-wave MIMO system

yk = wH
k rk = wH

k Hk

Ku∑
n=1

AnDnsn + wH
k nk (1.17)

From the comparative analysis of these three beamforming techniques, it is found
that the performance of hybrid beamforming method is superior for mm-wave
massive MIMO system (Molisch et al. 2017; Zhang et al. 2017).



1 MIMO Antennas: A 5G Communication Perspective 17

1.7 Conclusion

This chapter gives the basic idea about different MIMO antenna systems for futuristic
5G communication. Firstly, single element and multiple element antenna systems
have been compared on the basis of their respective performance characteristics. It is
evident from the analysis that performance of the system is enhanced with increase
in number of radiating elements. The design methodology of the MIMO antenna
system has been discussed on the basis of physical design as well as performance
analysis followed by various techniques of system performance enhancement. A
comparative investigation of SISO and MIMO antenna systems has been presented
with respect to their architecture and channel capacity. The mm-wave MIMO system
has been discussed as an evolving and more efficient technique to be used in future
5G communication systems. Antenna array beamforming methods are very useful
to enhance the system throughput with minimum mutual coupling. These methods
have been proved to be effective in both single and multiple user scenarios.

References

Abdullah M, Kiani SH, Iqbal A (2019) Eight element multiple-input multiple-output (MIMO)
antenna for 5G mobile applications. IEEE Access 7:134488–134495

Adhikary A, Al Safadi E, Samimi MK, Wang R, Caire G, Rappaport TS, Molisch AF (2014) Joint
spatial division and multiplexing for mm-wave channels. IEEE J Sel Areas Commun 32(6):
1239–1255

Alkhateeb A, Leus G, Heath RW (2015) Limited feedback hybrid precoding for multi-user mil-
limeter wave systems. IEEE Trans Wireless Commun 14(11):6481–6494

Andrews JG, Buzzi S, Choi W, Hanly SV, Lozano A, Soong AC, Zhang JC (2014) What will 5G
be? IEEE J Sel Areas Commun 32(6):1065–1082

Brennan DG (1959) Linear diversity combining techniques. Proc IRE 47(6):1075–1102
Busari SA, Huq KMS, Mumtaz S, Dai L, Rodriguez J (2017) Millimeter-wave massive MIMO

communication for future wireless systems: A survey. IEEE Commun Surveys Tutorials 20(2):
836–869

Chiu C-Y, Cheng C-H, Murch RD, Rowell CR (2007) Reduction of mutual coupling between
closely-packed antenna elements. IEEE Trans Antennas Propag 55(6):1732–1738

Cihangir A, Ferrero F, Jacquemod G, Brachat P, Luxey C (2014) Neutralized coupling elements for
mimo operation in 4G mobile terminals. IEEE Antennas Wireless Propag Lett 13:141–144

Elkashlan M, Duong TQ, Chen H-H (2014) Millimeter-wave communications for 5G: Fundamen-
tals: Part i [guest editorial]. IEEE Commun Mag 52(9):52–54

Gao X, Dai L, Gao Z, Xie T, Wang Z (2017) Precoding for mm wave massive MIMO. In: mmWave
Massive MIMO, pp 79–111. Elsevier

Goldsmith A (2005) Wireless Communications. Cambridge University Press
Hemadeh IA, Satyanarayana K, El-Hajjar M, Hanzo L (2018) Millimeter-wave communications:

Physical channel models, design considerations, antenna constructions, and link-budget. IEEE
Commun Surveys Tutorials 20(2):870–913

Holter B (2002) Capacity of multiple-input multiple-output (MIMO) systems in wireless communi-
cations. Norwegian University of Science and Technology, Department of Telecommunications

Kim BH, Malladi DP (2012) Approach to a unified SU-MIMO/MU-MIMO operation, 18 Sept 2012.
US Patent 8,271,043



18 G. S. Baghel et al.

Komandla MV, Mishra G, Sharma SK (2017) Investigations on dual slant polarized cavity-
backed massive MIMO antenna panel with beamforming. IEEE Trans Antennas Propag 65(12):
6794–6799

Kutty S, Sen D (2015) Beamforming for millimeter wave communications: An inclusive survey.
IEEE Commun Surveys Tutorials 18(2):949–973

Larsson EG, Edfors O, Tufvesson F, Marzetta TL (2014) Massive MIMO for next generation wireless
systems. IEEE Commun Mag 52(2):186–195

Li Q, Li G, Lee W, Lee M-I, Mazzarese D, Clerckx B, Li Z (2010) MIMO techniques in WiMAX
and LTE: A feature overview. IEEE Commun Mag 48(5):86–92

Li Z, Du Z, Takahashi M, Saito K, Ito K (2011) Reducing mutual coupling of MIMO antennas with
parasitic elements for mobile terminals. IEEE Trans Antennas Propag 60(2):473–481

Li Y, Zhang Z, Zheng J, Feng Z (2012) Compact azimuthal omnidirectional dual-polarized antenna
using highly isolated colocated slots. IEEE Trans Antennas Propag 60(9):4037–4045

Li M-Y, Ban Y-L, Xu Z-Q, Wu G, Kang K, Yu Z-F et al (2016) Eight-port orthogonally dual-polarized
antenna array for 5G smartphone applications. IEEE Trans Antennas Propag 64(9):3820–3830

Li Y, Luo Y, Yang G et al (2019) High-isolation 3.5 GHz eight-antenna mimo array using balanced
open-slot antenna element for 5G smartphones. IEEE Trans Antennas Propag 67(6):3820–3830

Lu H-Y, Fang W-H (2007) Joint transmit/receive antenna selection in MIMO systems based on the
priority-based genetic algorithm. IEEE Antennas Wireless Propag Lett 6:588–591

Lu L, Li GY, Swindlehurst AL, Ashikhmin A, Zhang R (2014) An overview of massive MIMO:
benefits and challenges. IEEE J Sel Top Signal Process 8(5):742–758

Marcus MJ (2015) 5G and "IMT for 2020 and beyond" [spectrum policy and regulatory issues].
IEEE Wireless Commun 22(4):2–3

Mattigiri S, Warty C (2013) A study of fundamental limitations of small antennas: MIMO approach.
In: 2013 IEEE aerospace conference, pp 1–8. IEEE

Molisch AF, Win MZ (2004) MIMO systems with antenna selection. IEEE Microwave Mag 5(1):
46–56

Molisch AF, Ratnam VV, Han S, Li Z, Nguyen SLH, Li L, Haneda K (2017) Hybrid beamforming
for massive MIMO: A survey. IEEE Commun Mag 55(9):134–141

Mumtaz S, Rodriguez J, Dai L (2016) MmWave massive MIMO: a paradigm for 5G. Academic
Press

Niu Y, Li Y, Jin D, Su L, Vasilakos AV (2015) A survey of millimeter wave communications
(mmwave) for 5G: Opportunities and challenges. Wireless Netw 21(8):2657–2676

Ordónez LG, Palomar DP, Fonollosa JR (2011) Fundamental diversity, multiplexing, and array
gain tradeoff under different mimo channel models. In: 2011 IEEE international conference on
acoustics, speech and signal processing (ICASSP)

Rappaport TS, Heath RW Jr, Daniels RC, Murdock JN (2015) Millimeter wave wireless commu-
nications. Pearson Education

Rappaport TS, Xing Y, MacCartney GR, Molisch AF, Mellios E, Zhang J (2017) Overview of
millimeter wave communications for fifth-generation (5G) wireless networks-with a focus on
propagation models. IEEE Trans Antennas Propag 65(12):6213–6230

Roh W, Seol J-Y, Park J, Lee B, Lee J, Kim Y, Cho J, Cheun K, Aryanfar F (2014) Millimeter-wave
beamforming as an enabling technology for 5G cellular communications: Theoretical feasibility
and prototype results. IEEE Commun Mag 52(2):106–113

Sanchez-Fernandez M, Rajo-Iglesias E, Quevedo-Teruel O, Pablo-Gonzalez ML (2008) Spectral
efficiency in MIMO systems using space and pattern diversities under compactness constraints.
IEEE Trans Veh Technol 57(3):1637–1645

Shen Z, Chen R, Andrews JG, Heath RW, Evans BL (2006) Low complexity user selection algo-
rithms for multiuser MIMO systems with block diagonalization. IEEE Trans Signal Proces
54(9):3658–3663

Su S-W, Lee C-T, Chang F-S (2011) Printed MIMO-antenna system using neutralization-line tech-
nique for wireless usb-dongle applications. IEEE Trans Antennas Propag 60(2):456–463



1 MIMO Antennas: A 5G Communication Perspective 19

Swindlehurst AL, Ayanoglu E, Heydari P, Capolino F (2014) Millimeter-wave massive MIMO: The
next wireless revolution? IEEE Commun Mag 52(9):56–62

Wang Y, Du Z (2013) A wideband printed dual-antenna system with a novel neutralization line for
mobile terminals. IEEE Antennas Wireless Propag Lett 12:1428–1431

Wang S, Du Z (2014) Decoupled dual-antenna system using crossed neutralization lines for
LTE/WWAN smartphone applications. IEEE Antennas Wireless Propag Lett 14:523–526

Wang J, Lan Z, Pyo C-W, Baykas T, Sum C-S, Rahman MA, Gao J, Funada R, Kojima F, Harada H
et al (2009) Beam codebook based beamforming protocol for multi-gbps millimeter-wave WPAN
systems. IEEE J Sel Areas Commun 27(8):1390–1399

Wong K-L, Tsai C-Y, Lu J-Y (2017) Two asymmetrically mirrored gap-coupled loop antennas as
a compact building block for eight-antenna MIMO array in the future smartphone. IEEE Trans
Antennas Propag 65(4):1765–1778

Yang H, Herben MH, Akkermans IJ, Smulders PF (2008) Impact analysis of directional antennas
and multiantenna beamformers on radio transmission. IEEE Trans Veh Technol 57(3):1695–1707

Zhang S, Lau BK, Tan Y, Ying Z, He S (2011) Mutual coupling reduction of two pifas with a
t-shape slot impedance transformer for MIMO mobile terminals. IEEE Trans Antennas Propag
60(3):1521–1531

Zhang D, Wang Y, Li X, Xiang W (2017) Hybridly connected structure for hybrid beamforming in
mmwave massive MIMO systems. IEEE Trans Commun 66(2):662–674

Zhao A, Ren Z (2019) Multiple-input and multiple-output antenna system with self-isolated antenna
element for fifth-generation mobile terminals. Microwave Opt Technol Lett 61(1):20–27

Zhu F-G, Xu J-D, Xu Q (2009) Reduction of mutual coupling between closely-packed antenna
elements using defected ground structure. Electron Lett 45(12):601–602



Chapter 2
Pilot Contamination in Massive MIMO
Communications

Abhinaba Dey, Prabina Pattanayak, and Devendra Singh Gurjar

Abstract Massive multiple-input multiple-output (MIMO) has been considered as
one of the most promising technologies for addressing high data rates and capacity
for cellular networks in the fifth generation and beyond. In massive MIMO, the
base station (BS) requires complete and accurate channel state information (CSI)
for realizing the benefits of massive MIMO technology. The CSI can be obtained
either through feedback from users or channel reciprocity technique. The use of
non-orthogonal pilot sequences, sent by the users for determining CSI, has been the
main source of pilot contamination in the uplink data communications. Various pilot
contamination scenarios and their possible solutions have been extensively studied
in the last few years. In this chapter, recent works in the area of mitigating the
effects of pilot contamination have been presented and analyzed. Some of the higher
throughput resulting algorithms and their capabilities in eliminating the effects of
pilot contamination have been studied in detail.
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2.1 Introduction

As the world is moving toward fifth generation, the demand for increased data
rate, connectivity and enhanced network services call for the development of new
advanced technologies as the existing technologies are unable to meet these require-
ments (Elijah et al. 2016). It is being calculated that data rate and mobile traffic
demands are going to increase thousand folds in the coming decade. The research
community is of the opinion that there is an urgent requirement of developing newer
and more advanced cellular network technologies (Li et al. 2014) to achieve this
target. Many technologies like multiple-input multiple-output (MIMO), massive
MIMO (Larsson et al. 2014), device-to-device communications, machine-to-machine
communications, millimeter (mm) wave communications, etc. are being introduced
in the 5G cellular network deployments. These technologies possess the capabil-
ity and are expected to meet the increased demands of data rate in the upcoming
years (Hossain and Hasan 2015).

The available fourth-generation technologies such as the third- generation part-
nership project (3GPP) LTE-Advanced as well as IEEE 802.16m have the capacity
to achieve a peak spectral efficiency of around 15 bps/Hz, cell average spectral effi-
ciency of around 2 bps/Hz and effective bandwidth of 100 MHz (Prasad et al. 2013).
But the projected data usage and data rate growth in 5G are far beyond the capa-
bilities of existing 4G technologies. Combining the researches done till now on the
advancements to be perceived by the upcoming technologies, eight main technology
requirements can be summarized as follows,

• Very high data rate in the real-time networks: The projected data rate of 1–10 Gbps
is almost a 10 times increase in data rate as compared to the 4G LTE networks
having a 150 Mbps peak data rate.

• Low round trip latency: It will have a round trip latency of around 1 ms which is
a tenfold reduction from traditional 4G technologies having 10 ms.

• Unit area bandwidth requirement:A lot of devices will be connected in a specified
area with large bandwidth requirements for a longer time period.

• Huge number of connected devices: The newer technologies must have the capa-
bility to handle thousands of connected devices at a time.

• Very high perceived availability: The vision of 5G is to make the network available
to the connected devices almost all the times (theoretically 99.999%).

• Full coverage irrespective of location: 5G technologies plans to provide full cov-
erage to every connected devices all the time irrespective of the device locations.

• Energy usage reduction: Due to huge increase in data rate and connectivity require-
ments, high energy consumption comes into picture and researches are done toward
reducing the same. The advent of green communication opened up a way of reduc-
ing the energy usage by almost 90%.

• Higher battery life: Due to reduced power consumption by the connected devices
with the aid of green technologies, the battery life of the devices has increased
quite a bit.
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Hence, the need for newer technologies came into picture. 5G is expected to
come forth with many new technologies including massive MIMO, D2D communi-
cation, mm wave technology and many more to meet the increased demands (Chávez-
Santiago et al. 2015).

Massive MIMO is a type of communication system wherein the base station (BS)
has large antenna arrays in the order of hundreds which serves users in the order
of tens in the same time-frequency resource (Larsson et al. 2014). The advantage
of such system is that the BS with multiple antennas transmit independent data
streams to multiple users in the same time-frequency resource. This helps in achieving
higher data rates. Also, use of massive MIMO enhances link reliability, increases
coverage area and improves energy efficiency. Extensive research works have been
discussed in the literature for achieving the spatial multiplexing in various single
carrier MIMO communication systems (Chu et al. 2014; Min et al. 2013; Pattanayak
and Kumar 2016; Pattanayak et al. 2015; Wang et al. 2013; Xu et al. 2013). Orthogonal
frequency-division multiplexing (OFDM) is generally used along with MIMO for
diminishing the impairments of wide-band MIMO channels (Stuber et al. 2004). High
throughput resulting schemes have also been discussed for MIMO-OFDM systems
in the literature (Chen et al. 2007; Eslami and Krzymień 2009; Eslami and Krzymien
2011; Fakhereddin et al. 2009; Jorswieck et al. 2008; Pattanayak and Kumar 2017,
2018, 2019, 2016; Pattanayak et al. 2017; Svedman et al. 2007). Moreover, soft
computing techniques have also been explored for achieving higher system sum-rate
with low computational complexity (Naeem and Lee 2014; Pattanayak and Kumar
2015, 2020). Massive MIMO has gained the momentum in last decade where the
advantages of MIMO have been increased by many folds.

Some of the basic advantages provided by massive MIMO includes:

• Spatial Multiplexing Gain: Sending independent data streams to users by utilizing
the large antenna array at the BS helps in increasing the data rate by more than
tenfold (Larsson et al. 2014).

• Energy Efficiency: The large antenna array at The BS helps in significantly reduc-
ing the uplink (UL) and downlink (DL) transmission power due to the coherent
combining. It has been found that UL transmit power can be reduced inversely as
the number of BS antennas (Li et al. 2014; Ngo et al. 2013).

• Increased Reliability: The large antenna array at the BS allows for higher diversity
gains, which, in turn, decreases error reception and increases the reliability. It has
also been shown that large BS antenna arrays diminish the effects of uncorrelated
noise and intra-cellular interference as the number of BS antennas grow without
limit (Marzetta 2010; Rusek et al. 2013).

• Cost Reduction: As the overall power consumption is reduced due to large BS
antenna array, hence it allows the deployment of low-cost RF amplifiers, which
reduces the overall cost (Rusek et al. 2013).

Massive MIMO, although promising, does have certain practical implementation
challenges such as channel estimation, pilot designing and scheduling, antenna cal-
ibration, etc (Kurras 2013). In order to fully utilize the benefits of massive MIMO,
the BS needs to have the accurate estimation of the channel between itself and the
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served users (Adhikary et al. 2013). This can be done either by channel reciprocity
or feedback schemes (Ashikhmin and Marzetta 2012; Yin et al. 2013). Any cellular
network is either time-division duplex (TDD) or frequency-division duplex (FDD).
TDD is considered more advantageous then FDD because the estimation needs to be
done in one direction only (either uplink or downlink) and used for both the direc-
tions using channel reciprocity. On the other hand, FDD requires estimation in both
directions along with simultaneous feedback (Larsson et al. 2014; Lu et al. 2014;
Rusek et al. 2013). As a result, TDD has been quoted as a better option for massive
MIMO due to efficient use of radio resources (Osseiran et al. 2014).

Having the knowledge of entire channel matrix is advantageous for transmit and
receive signal processing. A quantity known as Frobenius-squared norm or FSN of
the channel matrix can be used for getting acquainted with channel gain and can
be used for scheduling and rate adaptation. This quantity (FSN) is estimated using
the channel matrix estimation or a minimum mean-squared error (mmse) estimator.
In case of Rayleigh or Ricean fading channels, however, the former method faces a
limitation for various SINR values as compared to the latter.

In TDD, channel reciprocity and pilot usage for channel estimation are the key fea-
tures (Appaiah et al. 2010). Applying reciprocity, the channel needs to be estimated
in the uplink only after which the downlink channel is assumed to be the transpose
of the uplink channel (Marzetta 2006; Wang et al. 2013). This estimation is done by
sending pilots from UTs to the BS. But in practical scenarios, an antenna calibration
scheme is required either at the transmitter or receiver side due to difference in the
characteristics of transmitter/receiver RF chains (Hou et al. 2012; Medard 2000). In
most of the works done till now, the number of different pilot sequences has been
considered to be equal to the number of users. Also, it is assumed that the pilots used
by all the users are of the same size (Marzetta 2006).

In case of cellular networks and other wireless communication systems, spectral
efficiency has been considered to be an important performance metric for enhancing
the overall throughput (Jose et al. 2011). However, in a massive MIMO TDD system,
the pilots sent for channel estimation get corrupted due to reuse of non-orthogonal
sequences in other cells in a multi-cellular system (Peng Xu et al. 2013). As a
result, it causes inter-cell interference and hence limits the spectral efficiency of the
system (Boccardi et al. 2014; Mueller et al. 2013; Zhang and Zeng 2014).

This problem of pilot contamination can be reduced by coordination among the
various cells present in the cellular system, by making use of a low-rate communica-
tion during channel estimation phase. This coordination makes use of the statistical
second-order information of the participating user channels which creates a selectiv-
ity among the interfering users having strongly correlated pilot sequences also. As a
result of this, the massive MIMO systems tend to minimize or even remove the pilot
contamination completely for specific channel covariances.

Several works have been done on eliminating the effects of pilot contamination
and improving the spectral efficiency. It has been found that in the limiting case of
massive MIMO where the number of BS antennas tends to infinity, although the intra-
cell interference and uncorrelated noise effects vanish (Gopalakrishnan and Jindal
2011; Nam et al. 2012; Ngo et al. 2011), the effect of inter-cell interference still looms
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Table 2.1 Notations Notation Description

IN Identity matrix of size N

(−)H Hermitian of a matrix

(−)H Transpose of a matrix

E|| − || Expected value of a variable

tr(-) Trace of a matrix

var(-) Variance of a variable

|| − || Double norm

large due to pilot reuse (Fernandes et al. 2012, 2013; Marzetta 2010). Many studies
have been conducted for reducing the effects of inter-cellular interference on channel
estimation. In most of these studies, it has been assumed that the CSI is available at
the BS. However, when practically implemented, it has been found that estimation
of the channel is of utmost importance. For the assumption where we have unlimited
antenna at the BS, it has been found that all kinds of interferences do not vanish
because of reusing the orthogonal pilot sequences in adjacent cells. This invoked
several studies where the authors have developed various methods of mitigating this
interference. Although most of them have quoted the inter-cell interference as the
only source of pilot contamination, later studies have found many other reasons of
the same.

As we are well aware of the importance of pilot sequences in massive MIMO
scenario, hence we analyze here some of the pilot scheduling algorithms developed by
various researchers that has helped in mitigating the effects of inter-cell interference
to satisfactory levels (Jin et al. 2015; Yue et al. 2015; Zhou and Wang 2016; Zhu
et al. 2015).

Table 2.1 shows the list of variables and operators that will be used in the rest of
the chapter.

2.2 System Model

Here, a cellular network having number of cells L > 1 has been considered. Each
cell consists of a central BS having M antennas and K single-antenna users, where
M � K. Here, it is assumed that the K users use the same time-frequency resources
and are uniformly distributed over the entire cell, excluding a central disc of radius
rh . The kth user in the i th cell is represented as <k, i>.

The channel propagation factor between the nth antenna of the j th BS and the
user <k, i> is given by

gi jkn = hi jknβ
1/2
i jk (2.1)
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where hi jkn belongs to C N (0, 1), and represents the small scale fading coefficients.
On the other hand, βi jk represents the large-scale fading coefficients and is given by

βi jk = zi jk/rγ

i jk (2.2)

where zi jk denotes a shadow fading and follows the log-normal distribution which
means 10log10(zi jk) follows a normal distribution with zero mean and standard devi-
ation σshadow. ri jk represents the distance between the j th BS and the user <k, i>. γ
represents the path-loss exponent.

Here, it is assumed that the number of pilots is equal to the number of users. The
number of pilots is K and the same set of K pilots is reused in L cells. This means
that the users in each cell use the same set of mutually orthogonal pilot sequences.
During the training phase in uplink, the users in each cell send these pilots to the BS
for estimating the channel condition. However, users in other adjacent cells use the
same pilot sequences which are not mutually orthogonal, and hence interfere causing
pilot contamination leading to erroneous channel estimation.

Let ζk forms the set of all the users assigned to kth pilot and is given by

ζk = (Zk
1, Zk

2, Zk
3, . . . , Zk

L) (2.3)

where Zk
l is the user of cell l assigned to kth pilot. Then the matrix P used for

assigning the pilots is given by

P = (ζ1, ζ2, ζ3, . . . , ζK ) (2.4)

The number of cases for ζk and P is K L and (K !)L−1 respectively. Pilot schedul-
ing algorithms thus assign the users in various groups in such a way so that the
interference between them is minimized, thereby maximizing the overall system
performance or throughput.

In this chapter, a system with unlimited BS antennas has been considered, that is
M → ∞. With M growing without bound, the effective uplink SINR of user <k, i>
is given by

SINRup
ik = β2

iki∑

l �=i
β2

ikl

(2.5)

The uplink SINR is a random quantity and is dependent upon the random user
positions and large-scale fading values. The system achievable sum-rate is given by

Rateup
sum =

L∑

l=1

K∑

k=1

log2(1 + SINRup
ik ) (2.6)

Hence, the system achievable sum-rate in (2.6) is used as the performance metric that
needs to be maximized by applying the pilot scheduling algorithms. It is worth stating
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here that the pilot scheduling algorithms are basically global optimization problems.
This can be solved using brute-force methods but it raises the complexity on account
of high values of K and L. The scheduling algorithms incorporates various methods so
as to reduce the complexity and achieve near optimum performance in minimum time
or iterations. In this chapter, five sub-optimal pilot scheduling algorithms have been
explained that has successfully maximized the system sum-rate without increasing
the complexity much.

2.3 The Pilot Scheduling Algorithms

In this section, various pilot scheduling algorithms are discussed elaborately. Here,
greedy-based pilot scheduling, tabu search-based pilot scheduling, sorting-based
pilot scheduling, smart pilot assignment and the water-filling-based pilot scheduling
algorithms are presented.

2.3.1 Greedy Pilot Scheduling Method

The sum-rate of ζk user group is given by

Rate(ζk) =
L∑

l=1

log2(1 + SINRup
iκk

l
) (2.7)

The variable κk
l represents the kth user in lth belonging to the user group ζk .

Basically, the pilot scheduling algorithm does as follows

Pgreedy
opt = (ζ

opt
1 , ζ

opt
2 , ζ

opt
3 , . . . , ζ

opt
K )

= arg max
K∑

k=1

Rate(ζk) (2.8)

The main idea of greedy algorithm is selecting a user group having maximum
sum-rate in each turn till K groups. The detailed steps are provided as follows.

Step 1: Find out the large-scale fading factors between all the users from all cells
and BS of all cells, that is βikl ∀ k ∈ [1, 2, 3, …, K] and l ∈ [1, 2, 3, …, L].

Step 2: After that, form a table G of all K L possible user groups and find out the
group rate of all the corresponding user groups in the table.

Step 3: Find out the maximum group rate value and the corresponding user group
from the table. This user group represents ζ

opt
1 . That is

ζ
opt
1 = arg maxRate(κk

1 , κk
2 , κk

3 , . . . , κk
L) (2.9)
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Step 4: Update G by replacing the row corresponding to user group obtained in
ζ

opt
1 . Also, update G by replacing the column corresponding to user group obtained

in ζ
opt
1 . Then, find the maximum group rate and corresponding user group from the

remaining (K − 1)L possible cases in the table. This user group represents ζ
opt
2 . That

is
ζ

opt
2 = arg max

κk
l ∈G−ζ

opt
1

Rate(κk
1 , κk

2 , κk
3 , . . . , κk

L) (2.10)

This step is repeated until all the K user groups are not obtained, by nullifying the
corresponding rows and columns of user groups already obtained in each iteration.
The obtained solution after the process is completed is given by (2.4).

This algorithm gives fruitful result but is very inefficient for high values of K and
L, as the number of possible user groups increases manifold.

2.3.2 Tabu Search Pilot Scheduling Method

The tabu search (TS) method is a local neighborhood low-complexity scheme. The
scheme starts with a random initial vector and defines a set of neighborhood vectors
corresponding to the initial one. The scheme then forwards to the best neighborhood
vector among those present in the list, even when the new vector is worse than the
old one. The algorithm is run for a total of Niter iterations after which the best result
obtained till then is taken as the final solution. While defining the set of neighborhood
vectors for the present vector, the scheme averts looping by maintaining a tabu list of
length L tab in which the solution vectors of last few iterations are stored for checking.
This insures efficient traversal of the search region.

The problem statement remains similar to that of the greedy scheme. We need to
find K user groups from matrix G having K L possible permutations of users so as
to maximize the overall system throughput. The sum-rate of the lth cell is given by

Rate(ρl) =
K∑

k=1

log2(1 + SINRup
lκk

l
) (2.11)

And the final optimized solution that needs to be obtained is given by (4).
Before understanding the actual algorithm, let us understand some salient features

of the scheme.

• Neighborhood: Given a vector V of length L , we define a set S(V ) representing
the neighborhood of V , in which the components are obtained by exchanging any
two elements of V . Thus, a vector V of length L has C2

L neighborhood vectors.
• Tabu List: The scheme averts cycling or looping by maintaining a list of vectors

that have already been obtained in a list known as tabu list of length L tab. When
the list is full, the scheme pushes out the initially added vectors from the list one
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at a time which once again becomes a candidate of the search space. It basically
functions like a queue having first-in-first-out feature.

• Stopping Criterion: The algorithm is stopped once the maximum iterations Niter

is achieved.
• Optimization Problem: The fitness function for the optimization problem is given

by
f (P) = Rateup

sum(P) (2.12)

• Aspiration Criterion: During the process, a variable A is used to store the best
value obtained till now and the corresponding vector V is denoted as V ∗. That is,

A = f (P|V =V ∗) (2.13)

The entire flow of the TS algorithm is shown in Fig. 2.1. Thus, the steps of the
algorithm are explained below.

Step 1: Find out the large-scale fading factors between all the users from all cells
and BS of all cells, that is βikl ∀ k ∈ [1,2,3, …,K] and l ∈ [1, 2, 3, …, L].

Step 2: The pilot assignment matrix P is initialized randomly and further the cell
index l is initialized to zero.

Step 3: l is then incremented. If the value of l is greater than L , terminate
the process. The largest value in the past is retained and the optimal pilot matrix
PTS

opt = P .
Step 4: The current iteration vector is taken as V = Vl , the historical best vector

V ∗ = V , the best value so far is A = f (P), the tabu list is Tl = φ and the counter used
for iteration is c = 0.

Step 5: Increment c. If c > Niter, P(l, :) = V ∗ and move to 3rd step, and otherwise
move to 6th step.

Step 6: Select all possible neighborhood vector of V and form the set S(V ). ∀
V c ∈ S(V ), find Pc = P|Vl=V c . Find the best vector

V c = arg max f (Pc) (2.14)

Now, Ac = f (Pc). If Ac > A, the aspiration criteria is satisfied. We update V = V c,
V ∗ = V c, insert V c to Tl and go back to 5th step. Otherwise, we move forward to 7th
step.

Step 7: Here, the best among the candidate vector absent in the given tabu list is
selected.

V c = arg max f (Pc), V c ∈ S(V )/Tl (2.15)

Updation is done similar to step 6 and returned to step 5.
The TS scheme is very much advantageous than Greedy scheme, but the rate of

convergence to global optimum depends upon the selection of the initial vector. If
the chosen initial vector is not near optimum, the scheme will take more number of
iterations to converge.
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Fig. 2.1 The TS scheme flowchart

2.3.3 The Sorting-Based Scheme

It has already been learned that pilot contamination is one of the major limitations of
the massive MIMO systems. It adds to errors in the estimation of channel by BS. As
a consequence of which the system throughput becomes saturated. This algorithm
is based on the mean squared error (MSE) of the estimated channel at the BS. The
basis of this algorithm is the channel estimation mean square error (MSE) at the BS.
Depending upon MSE, it alternatively minimizes the MSE in channel estimation for
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users having poor channel conditions. It assumes the large-scale fading factors of
all users to be known at the BS. The BS then allocates the pilots to its serving users
for channel estimation process, in accordance with the following steps, that allocates
the pilots with lesser interference to users with poorer channels. The target cell is
assumed to be cell 1. The steps are:

Step 1: Given the target cell, the users in the cell are sorted in ascending order on
the basis of their large-scale fading coefficients β11k . This gives a idea to the BS how
good are its own users channels. The pilots are then allocated sequentially according
to the user’s order as 1,2,3, …, K .

Step 2: Starting from lth cell where l = [2, 3, …, L], the users in each cell are
sorted in ascending order of their large-scale fading coefficients βl1k . This provides
an idea of how much interference the users in other cells will have toward the users
of the target cell. The pilots are then assigned sequentially to the sorted users in each
cell as done in the target cell.

Step 3: To be fair toward every cell, any particular cell can be taken as the target
cell by following some specific rules.

The advantage of this algorithm is that in addition to increasing the overall
throughput of the system, it also increases the user rate of users having poorer channel
conditions.

2.3.4 The Smart Pilot Assignment (SPA) Scheme

This scheme was developed in order to improve the performance of users in a cell
having high pilot contamination. After finding out the large-scale fading coefficients,
the BS finds the inter-cell interference or extent of contamination caused by users
using non-orthogonal pilot sequences in adjacent cells. After that, rather than assign-
ing the pilots randomly, the SPA scheme assigns the pilots with lower contamination
levels to users having poorer channel conditions in an attempt to enhance their perfor-
mance. The scheme basically aims at maximizing the minimum uplink SINR which
is formulated as an optimization problem shown below.

℘ : max
Bs

min∀k

|gH
iibk

s
giibk

s
|2

∑
j �=i |gH

i jbk
s
gi jbk

s
|2 +

|ξ u
ibk

s
|2

ρu

(2.16)

where ρu denotes the uplink transmission power and ξ u
ibk

s
denotes the additions of

uncorrelated noise and intra-cell interference. (Bs :s = 1, . . . , K !) represents all pos-
sible K ! pilot assignments. In the limiting case where we consider unlimited BS
antennas, the optimization problem simplifies as below.
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℘
M→∞−−−→ ℘̂ : max

Bs

min∀k

β2
i ibk

s∑
j �=i β2

i jbk
s

(2.17)

The SPA scheme solves the optimization problem in (17) in a greedy manner with
low complexity. The procedure followed by the scheme is given below.

At first a target cell is chosen randomly. The large-scale fading coefficients of all
the K users in the cell are calculated and stored in a separate variable to get an idea
of their channel qualities.

αk = β2
i ik∀k ∈ (1, 2, 3, . . . , K ) (2.18)

After that, the large-scale fading coefficients of users from adjacent cells are calcu-
lated and stored in a variable in order to get an idea about the inter-cell interference
affecting the target cell’s users.

γk =
∑

j �=i

β2
i jk∀k ∈ (1, 2, 3, . . . , K ) (2.19)

For maximizing the minimum SINR, it is necessary that users with poorer channel
conditions are not assigned pilots with high interference levels. Based on this fact, the
SPA scheme preferably allocates the pilot sequence having least inter-cell interfer-
ence to the user with poorest channel quality in a sequential manner. Mathematically,
we first sort the pilots based on their extent of interference in descending order, that
is

Bp = (φb1
p
, φb2

p
, φb3

p
, . . . , φbK

p
) (2.20)

where γb1
p
≥ γb2

p
≥ γb3

p
≥ · · · ≥ γbK

p
> 0.

Next, we sort the users in target cell based on their channel qualities in descending
order, as follows.

Bu = (Ub1
u
, Ub2

u
, Ub3

u
, . . . , UbK

u
) (2.21)

where αb1
u
≥ αb2

u
≥ αb3

u
≥ · · · ≥ αbK

u
> 0. Then, the pilot assignment is done by

assigning the pilot φbK
p

to the user UbK
q

for all k ∈ (1, 2, 3, . . . , K ).
It has been found that the SPA scheme indeed enhances the minimum SINR by

good margin.

2.3.5 The Water-filling Based Pilot Assignment Scheme

Similar to the SPA scheme, this scheme also takes into account the channel conditions
of various users and the interfering nature of different pilot sequences. This is a low-
complexity scheduling scheme inspired from the water-filling algorithm. However,
this scheme assigns the less interfering pilot sequences to users with better channel
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conditions, much similar to the water-filling approach where the BS assigns more
power to users with good channels. The SINR expression is shown as follows.

SINRik = β2
i ik∑

j �=i
β2

i jk

(2.22)

After that, we obtain the achievable sum-rate expression as:

Ratesum =
L∑

i=1

K∑

k=1

log2(1 + SINRik) (2.23)

The K pilots in one cell are defined as P = (φ1, φ2, . . . , φK ) and the K users are
U = (u1, u2, . . . , uK ). The total number of user-pilot combination <P, U> is K !,
and hence optimum allocation is not possible to be found exhaustively when number
of users is large. This algorithm reduces the complexity of searching by allocating
pilots having less interference to users with better channel qualities in a sequential
manner. The quality of channels is calculated using large-scale fading coefficients
and stored in an array (Qk)

K
k=1.

Qk = β2
i ik∀k ∈ (1, 2, . . . , K ) (2.24)

Another array is taken to store the interference levels of the K pilots to be assigned
to the users as (Rk)

K
k=1, where

Rk =
∑

j �=i

β2
i jk∀k ∈ (1, 2, . . . , K ) (2.25)

The scheme then sorts the Qk matrix in ascending order and the Rk matrix in descend-
ing order. After that, it assigns the i th pilot with interference level Ri to the i th user
having channel quality Qi .

This scheme is different from SPA in the sense that while SPA attempts at max-
imizing the minimum SINR, the water-filling approach described here attempts to
maximize the overall system SINR.

2.4 Results and Discussions

In this section, the performance of the pilot scheduling algorithms mentioned in the
previous section has been analyzed along with the simulation results.
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2.4.1 Greedy and TS Scheme

The difference cumulative distribution function (CDF) between the average rate of
greedy scheme with random pilot allocation has been plotted in Figs. 2.2 and 2.3 for
various values of user numbers (K = 2, 4, 6 and 8) and showed their performance
for two values of cell numbers (L = 2 and 3). It can be observed from the results
that for lower values of K in both cases, such as for K = 2, the scheme may perform
badly with respect to the random allotment due to the fact that the greedy scheme
cannot ensure global optimization with so less number of choices. But as the value
of K and L increases, it is visible from the plots that the greedy scheme performs
much better than the random allocation of pilots.

In Fig. 2.4, the CDF of difference in mean achievable rate between TS and random
pilot allocation scheme per UT has been shown for the cases of (L = 2) and (K =
2, 4, 6 and 8). From the figure, it can be seen that as K increases, the performance of
TS scheme gets better as compared to the random allotment. Also, for higher values
of K and L, the TS scheme outperforms the greedy scheme in terms of complexity
but has lower performance than the greedy scheme.

Thus, it can be said that when the value of K and L is small, the greedy scheme can
be used because of its better performance in terms of throughput, but while moving
toward large cellular networks where the number of cells and users increases, it
is required to shift to the TS scheme because the greedy scheme becomes much
complex for realization.
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Fig. 2.2 CDF of the difference between the average rate per UT of greedy and random pilot
allocation schemes. In this case, L = 2 and K = 2, 4, 6, and 8.
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Fig. 2.3 CDF of the difference between the average rate per UT of greedy and random pilot
allocation schemes. In this case, L = 3 and K = 2, 4, 6, and 8
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Fig. 2.4 CDF of the difference between the average rate per UT of TS and random pilot allocation
schemes. In this case, L = 2 and K = 2, 4, 6, and 8
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2.4.2 Sorting-Based Scheme

In this case, a basic cellular system with 2 cells has been considered with each of the
cell consisting of four single-antenna users K and a BS having M antennas. Users
present in the cell are distributed randomly and all the users in each cell reuse the
same set of orthogonal pilot sequences. The cell radius is taken as 500 meters. The
pilot transmission power of users is taken as 10 dB and transmitting power of data
is taken as 20 dB in general, without told otherwise.

Figure 2.5 shows the system sum-rate plots with respect to number of BS anten-
nas (M) for two cases, with and without pilot contamination. For the case of pilot
allocation without any contamination, the users in every cell are assigned different
orthogonal pilots. For instance, in our system with 2 cells having four users each,
total number of mutually orthogonal pilot sequences are taken as 8. It can be observed
from the plot that pilot contamination highly degrades the performance of cellular
network and decreases its throughput.

Another plot is shown in Fig. 2.6 where the system sum-rate is observed by chang-
ing the pilot transmission power gradually. As observed from the plot, increasing the
number of BS antenna significantly enhances the overall system performance. But
increasing the pilot transmission power only has effect in very low value ranges. As
we keep on increasing the power gradually, the system performance does not increase
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Fig. 2.5 System sum-rate considering cases including and excluding pilot contamination
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Fig. 2.6 System sum-rate with respect to pilot transmission power in cases with various numbers
of BS antennas

much. Also, from the plot, it is clear that the algorithm indeed helps in improving
the overall system capacity with respect to the scenario where no scheduling is done
and pilots are assigned randomly.

2.4.3 The SPA scheme and Water-filling Pilot Allocation

Here, the results of the smart pilot assignment (SPA) scheme and the water-filling
pilot allocation are being discussed by showing the simulation results. The proposed
schemes are being tested for different values of parameters involved for verifying
the effectiveness of the algorithms. The simulations are run for iterations of 1000 to
eradicate any errors that may have occurred during the computations of large-scale
fading coefficients. The number of cells L is taken as 7, with each cell having K = 5
number of users. The cell radius is taken as 2000 meters with a central disk of 100
meters around the BS.

Figure 2.7 shows a comparison between both the algorithms in terms of overall
system sum-rate. From the figure, it is clear that the water-filling pilot allocation
approach performs better than the SPA in terms of system sum-rate because the
ultimate objective of the water-filling approach is to optimize the pilot allocation for
better system capacity by assigning the pilots fairly to the users in terms of their
channel qualities.
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Figure 2.8 compares both the algorithms in terms of average minimum SINR per
user in the system. From the figure, it is clear that the SPA has better result than
water-filling approach for maximizing the minimum SINR because the objective
of SPA is the same and it allocates the pilots by considering the users with weak
channels to be served with better pilots having less interference. Also, the minimum
average SINR shows an increasing trend with the number of BS antenna.

In terms of complexity, both the schemes have better performance than the greedy
scheme. Mathematically speaking, the computational complexity of the SPA and
water-filling approach is of the order of O(K LlogK ) which is much better than the
greedy scheme having complexity of the order of O(K L) for higher values of K and
L .

2.5 Conclusion

In this chapter, an overview of massive MIMO TDD system has been given. The
effects of pilot contamination in channel estimation and subsequent data transmission
in TDD cellular systems have been analyzed. Different procedures of mitigating
and eliminating these effects of pilot contamination have been discussed. Several
algorithms proposed in the literature for mitigating the pilot contamination have
been discussed thoroughly in this chapter. Their effectiveness has been verified using
simulation results. A comparison of various algorithms has also been done to show the
benefits and shortcomings of each of them. Still the research community has different
open research opportunities in the domain of effective pilot scheduling to be explored
for achieving better system throughput by the massive MIMO communications.
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Chapter 3
Detection Techniques in Uplink Massive
MIMO Systems

Arijit Datta, Manish Mandloi, and Vimal Bhatia

Abstract Devising low-complexity data detection techniques is one of the funda-
mental challenges in the uplink of massive multiple-input multiple-output (MIMO)
wireless systems. Linear detection techniques such as zero-forcing (ZF) and min-
imum mean square error (MMSE) are shown to achieve near-optimal bit-error-
rate (BER) performance in such systems. However, ZF/MMSE technique requires
inversion of large-dimensional matrices which makes them practically infeasible.
This motivates the development of alternate low-complexity inversionless detection
techniques which are capable of achieving BER performance close to that of the
ZF/MMSE detectors with comparatively less computations. Recently, there is an
upsurge in research toward solving this crucial issue in massive MIMO systems. In
particular, several detection algorithms have been proposed in the literature, which
provides a better trade-off between BER performance and computational complex-
ity. This chapter discusses the fundamentals of massive MIMO detection and also
provides an overview of some of the recent state-of-the-art detection techniques.
Simulation results on BER performance and computational complexity of these algo-
rithms are also compared to draw useful insights. Furthermore, research scopes in
massive MIMO detection are also discussed to provide possible research directions
in the field.
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3.1 Introduction

Multiple-input multiple-output (MIMO) has been a successful technique for achiev-
ing improved spectral efficiency in the fourth-generation (4G) wireless standards
such as long-term evolution (LTE), LTE-Advanced, wireless interoperability for
microwave access (WiMAX) and 802.11 (WiFi) (Lu et al. 2014). The underlying idea
in MIMO systems is that it facilitates the transmission of multiple data streams simul-
taneously from source to destination, which enhances the diversity and multiplexing
gains in wireless systems. Moreover, the introduction of multiple antenna wireless
systems has opened up new research dimensions such as space-time block coding,
index modulation and antenna switching for more reliable and efficient communi-
cation. With the unprecedented growth in data starving wireless applications such
as Internet of things (IoT), wireless sensor networks (WSN), device-to-device com-
munications (D2D) and vehicle to everything (V2X) communications, high spectral
and energy-efficient wireless techniques are of particular interest (Andrews 2014).
Massive multiple-input multiple-output (MIMO) is a key enabling technology for
realizing the demand for excessive data rates, spectral efficiency and energy effi-
ciency in the fifth generation (5G) and beyond wireless communication systems
(Andrews 2014; Larsson et al. 2014). Massive MIMO systems have attracted a lot
of research attention due to the fact that such systems, when used in the existing cel-
lular/communication networks, could provide enormous advantages in terms of data
rate, quality of service and number of users serviced simultaneously (Andrews 2014;
Larsson et al. 2014; Lu et al. 2014). In massive MIMO systems, base station (BS)
employs hundreds to thousands of antennas to serve few tens of the users. Large BS
antennas in massive MIMO enhance the diversity and the multiplexing gain which
in turn leads to the improvement in both the reliability of service and the rate of
information transfer, respectively (Larsson et al. 2014). However, practically, there
are several challenging issues such as architectural complexity, power requirements,
latency in signal processing and size of antenna array (Rusek 2013). Amongst these
challenging issues, computational complexity for reliable detection of the transmitted
information at the receiver side is extremely crucial for robust receiver architectures
in 5G and beyond systems (Larsson 2009; Wu et al. 2014). Moreover, the data rate
requirement of recent wireless applications such as IoT, WSN, D2D and V2X neces-
sitates the development of ultra-low latency and highly reliable signal processing
algorithms and efficient architecture designs.

This chapter introduces the problem of symbol detection in the uplink of massive
MIMO systems. The chapter starts with a brief review of the detection techniques in
the literature, followed by the introduction of the massive MIMO system model and
formulation of the detection problems. Some of the state-of-the-art detection tech-
niques are discussed in detail with their simulation result on BER performance and
the computational complexity. Finally, the chapter concludes with the possible future
directions for the design of efficient detection techniques for practical realization of
massive MIMO system in 5G and beyond systems.
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3.1.1 Literature Overview and Challenges in Massive
MIMO Detection

Optimal detection in MIMO systems requires an exhaustive search over all the possi-
ble transmit symbol vectors. Specifically, the symbol vector which maximizes the a
posteriori probability is selected as the optimal solution and the technique is known
maximum a posteriori (MAP) detection. It is also called as maximum likelihood
(ML) detection when the transmit symbols are equally likely. ML exhibits expo-
nential computational complexity in terms of the number of users with modulation
order as the base. Which makes it impractical in large-scale and massive MIMO
systems (Chockalingam and Rajan 2014). Another detector which achieves perfor-
mance close to the ML detector is sphere decoder (SD) (Viterbo and Boutros 1999).
However, SD is practical only for small-scale MIMO systems (Barbero and Thomp-
son 2008). Over the last decade, different techniques have been adopted for devising
low-complexity detection algorithms for the conventional MIMO and large MIMO
systems. These techniques include neighborhood search-based detector (Sah and
Chaturvedi 2017; Silva et al. 2018), lattice reduction-based detector (Zhou and Ma
2013), sparsity-based MIMO detection (Fadlallah et al. 2015; Peng et al. 2015),
Gibbs sampling-based detector (Mandloi and Bhatia 2017b; Mussi and Abrão 2018)
and interference cancellation-based detector (Li et al. 2011; Mandloi et al. 2017).
The algorithms in Sah and Chaturvedi (2017) to Yang and Hanzo (2015) overcome
the computational issues with a good BER performance in the conventional and large
MIMO systems. However, these algorithms cannot be directly applied to the mas-
sive MIMO systems due to complexity constraints. Interestingly, due to the excessive
BS antennas, the wireless fading channel exhibits an important property termed as
channel hardening. Due to channel hardening, the columns of the MIMO channel
matrix tend to be nearly orthogonal with the increase in the number of BS antennas
(of the order of hundreds to thousands). Therefore, simple linear detectors such as
zero-forcing (ZF) and minimum mean-squared error (MMSE) achieve near-optimal
BER performance (Rusek 2013). Despite of their BER performance, ZF/MMSE
detectors involve inversion of matrices with large dimensions which require O(n3)

computations, feasible design of linear detectors in massive MIMO systems for 5G
and beyond systems are not practical (Wu et al. 2014). In other words, in massive
MIMO systems, matrices involved in ZF/MMSE become large in dimension, and
therefore, computing inverse of such large-dimensional matrices is computationally
challenging as it introduces a significant delay in processing, cost of receiver design
and space required for the receiver architecture. This motivates for the design of
new detection techniques which can achieve near-optimal BER performance with
comparatively low-computational complexity. The objective of further research in
massive MIMO detection is to solve linear detection (ZF/MMSE) problem using
alternate techniques such as approximate inverse and iterative search methods for
massive MIMO systems.

To this end, several researchers have proposed various detection techniques for
the uplink of massive MIMO systems, where the following two issues are considered
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and solved up to some extent, i.e., (a) to have low complexity in terms of number of
computations and (b) to achieve near-optimal BER performance. The important idea
behind such developments is either the introduction of approximate matrix inversion
techniques and/or iterative techniques for detecting information symbols in massive
MIMO systems. Recently, there has been an increased research attention toward
devising techniques for massive MIMO systems. Detection techniques developed in
the literature for massive MIMO systems can be broadly classified into two types: (1)
approximate inverse techniques which involve methods for finding an approximation
of the exact inverse of the ZF/MMSE filter matrix for estimating the transmitted infor-
mation vector, and (2) iterative detection techniques where a low-complexity initial
solution is refined iteratively. These two detector types differ in the way they find the
estimates of the transmitted information symbol while incurring low computations
in the processing.

The first type of massive MIMO detection techniques is based on finding an
approximate inverse of the ZF/MMSE filter matrix by using either series expan-
sion method or iterative matrix inverse update technique. Neumann series expansion
method (Yin et al. 2013; Zhu et al. 2015) is a well-known series expansion method
which is based on Taylor series expansion of the inverse of a matrix. The series
expansion consists of a large number of terms; however, to reduce the number of
computations, only first few terms are considered which results in an approximate
inverse of the matrix. NS-based detection is mostly used as an initial block in various
other iterative detection schemes. On the other hand, Newton iteration (NI)-based
approximate inversion technique is an iterative inverse update technique where an
initial estimate of the inverse of a matrix is refined iteratively (Tang et al. 2016; Wu
et al. 2014). These approximate inverse techniques provide good estimates of the
inverse of ZF/MMSE filter matrix but are limited by their applications to the massive
MIMO systems having very less number of users for, e.g., number of base station
antennas = 128 and number of users = 8. In order to improve the performance of
NI-based detection with low complexity, the concept of band matrix is introduced in
the literature in Tang et al. (2016) where the band of off-diagonal elements is con-
sidered in the initialization part of the NI detector. Another important idea of stair
matrix is proposed recently in the literature which considers the stair-like elements
in the band diagonal matrix (Jiang et al. 2018). Stair matrix-based detection tech-
nique is shown to achieve superior BER performance over the NI-based detectors.
Further, in Minango and Almeida (2018), the Newton–Schultz iteration for finding
approximate inverse is proposed which obtains a near exact matrix inverse with an
accelerated convergence rate over the conventional NI-based matrix inversion. The
approximate matrix inversion technique is limited to the massive MIMO systems
with comparatively less number of users. Therefore, low-complexity iterative algo-
rithms have been proposed in the literature wherein first the detection problem is
modeled as solving a set of the linear system of equations, and next, the iterative
refinements are performed over the initial solution. The iterative methods which are
being used recently for massive MIMO detection include Richardson method (Gao
et al. 2014), conjugate gradient method (Hu et al. 2014), join steepest descent and
Jacobi method (Jiang et al. 2017; Qin et al. 2015), Gauss–seidel method (Dai et al.
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2015; Wu et al. 2016), iterative sequential detection (Mandloi and Bhatia 2016),
error recovery-based detector (Mandloi and Bhatia 2017a), message passing-based
detection (Zeng et al. 2018) and hybrid pseudo-stationary detector (Datta et al. 2018).

Though the existing detection algorithms for massive MIMO systems are able
to achieve near MMSE performance with comparatively less complexity, they lack
in the consistency of maintaining the good BER performance when the number of
users scales-up in massive MIMO (Fukuda and Abrao 2019). Therefore, it is highly
required to look further on the problem and search novel techniques which do not
involve computationally hard matrix inversions of large-dimensional matrices and
also that the techniques are capable of achieving near-optimal BER performance
when the number of users is scaling up in massive MIMO systems.

3.2 System Model and Problem Formulation

In this section, we briefly discuss the mathematical model of uplink massive MIMO
system. The problem formulation for symbol detection is also carried in this section
along with the ML and MMSE detection techniques. In order to build the motivation
for approximate inversion and iterative detection techniques, challenges with the
MMSE detectors are also discussed later in the section.

3.2.1 Mathematical Model

We consider K single antenna users and a base station with M antennas (M � K
for e.g., M = 128, K = 16 ) as depicted in Fig. 3.1. Each user transmits its informa-
tion symbol say xi , for i = 1, 2, . . . , K , to the base station simultaneously which is
also known as uplink transmission. Each symbol xi is assumed to be drawn from a
given constellation set say A, for example, 16-QAM, 64-QAM, etc. Without loss of
generality, the users are assumed to be synchronized in time during their transmis-
sion to the base station. For simplicity, we consider a Rayleigh flat fading channel
between the i th user and j th receive antenna denoted as h ji , for j = 1, 2, . . . , M
and i = 1, 2, . . . , K , distributed as complex normal with mean zero and variance
unity, i.e., ∼ CN(0, 1). The received vector y after demodulation and sampling at
the receiver end can be written as

y = Hx + n, (3.1)

where n is the additive white Gaussian noise (AWGN) vector with each of its ele-
ments n j , for j = 1, 2, . . . , M , is distributed as complex normal with mean zero and
variance σ 2, i.e., ∼ CN(0, σ 2). The average received SNR at the receiver can be
computed as K Ex

σ 2 . In (3.1), each element y j of y, for j = 1, 2, . . . , M , is the received
information at the j th receive antenna which consists of combination of symbols
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Fig. 3.1 Massive MIMO system

from each transmit antenna modified by the channel state h ji and the AWGN noise
n j as

y j =
K∑

i=1

h ji xi + ni , ∀ j = 1, 2, . . . , N . (3.2)

Due to the interference of symbols from different users at each receive antenna and
the presence of additive noise, it becomes tough to separate and detect the symbol
from each user at the receiver. Therefore, reliable symbol detection in the multiple
antenna system is a challenging issue. Next, we discuss the mathematical formulation
of the detection problem in massive MIMO systems.

3.2.2 Problem Formulation

The symbol detection problem in massive MIMO systems is to find the best symbol
vector x given the received vector y and the channel state information (CSI) H. To
begin with, let us assume that the elements xi ’s of symbol vector x are drawn from
an N -QAM constellation set, and therefore, the total number of possible transmit
symbol vectors is (log2 N )K . To achieve optimal performance, one needs to perform
joint search over all the possible combinations of the transmitted symbols. Maxi-
mum likelihood (ML) detection is one such technique where an exhaustive search
is performed over the set, say S, of (log2 N )K all the possible symbol vectors and
achieves optimal BER performance. Basically, the symbol vector which minimizes
the ML cost metric is selected to be the optimal solution. The ML solution can be
written as

x̂ML = arg min
x∈S

‖y − Hx‖2. (3.3)
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Though ML detection achieves optimal BER performance, its exponential nature
of computational complexity makes it practically infeasible for the systems with a
large number of antennas. Sphere decoding (SD) is another such technique which
achieves close to ML solution but is practically limited to a specific number of
transmit antennas.

In massive MIMO systems, due to excessive base station antennas, linear detec-
tors such as ZF/MMSE achieve near-optimal BER performance as a consequence of
channel hardening. Therefore, the research focus in such systems is toward develop-
ing or modifying the linear detection techniques. Next, we discuss the ZF detector
and the MMSE detector, and also, the challenges associated with them.

Zero-Forcing Detector
In ZF detection, a filter matrix W is determined such that it removes the impairments
due to the channel from the received vector y. Basically, it is the least square solution
which minimizes ‖y − Hx‖2 without performing an exhaustive search over all the
possible transmit symbol vectors. The ZF filter W = (

HH H
)−1

HH which is applied
over the received vector y in order to estimate the transmitted symbols. The ZF
solution can be written as

xZF = Q
[(

HH H
)−1

HH y
]
, (3.4)

where (·)H and (·)−1 denotes the hermitian and inverse of a matrix, respectively. ZF
suffers from the problem of noise enhancement which effects its BER performance.
MMSE detector which is discussed in next section overcomes the noise enhancement
issue and achieve better BER performance over ZF detector.

Minimum Mean-Squared Error Detector
The MMSE detection as the name suggests is based on minimizing the mean-squared
error between the transmit vector x and a linear transformation of the received vector
y. The linear transformation matrix say W can be determined as

Ŵ = arg min
W

‖x − Wy‖2. (3.5)

The solution to (3.5) is

Ŵ =
(

HH H + σ 2

Ex
IK

)−1

HH . (3.6)

The MMSE solution can be computed as

xMMSE = Q
[(

HH H + σ 2

Ex
IK

)−1

HH y

]
. (3.7)



50 A. Datta et al.

Fig. 3.2 MMSE detector

where Q[·] is the quantization operation which maps the soft values to the nearest
point in the constellation set S. The MMSE solution can also be written as xMMSE =
A−1b, where A =

(
HH H + σ 2

Ex
IK

)
and b = HH y as depicted in Fig. 3.2.

Algorithm 1 MMSE detector
1: Input: y, H, K , M, σ 2

2: Compute matrix A = G + σ 2

Ex
IK where G = HH H

3: Compute the inverse of matrix A i.e. A−1

4: Compute the MF output of y : b = HH y
5: Compute the MMSE estimate xMMSE = Q [

A−1b
]

6: Output:xMMSE

Challenges with MMSE
The inversion of a matrix A makes the MMSE detection challenging as it requires
cubic complexity with respect to the number of users which ultimately restricts the
reduction in architectural complexity and the signal processing delay required for
possible application in 5G and beyond systems. It can easily be observed that the
problem of finding MMSE solution is nothing but solving a set of linear equations
given by Ax = b. Therefore, several alternate techniques which do not involve the
inverse of matrix such as Neumann series expansion, Newton iteration, Jacobi itera-
tion, etc., are available in the linear algebra literature, which are successfully applied
for massive MIMO detection. These techniques are discussed later in Sect. 3.4 in
detail.
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3.3 Massive MIMO Detection Techniques

The symbol detection problem in massive MIMO is to find the solution to the expres-
sion Ax = b without performing the inverse of a matrix A. To find a feasible solution,
there are two types of techniques which can be broadly classified as (a) approximate
matrix inversion methods and (b) iterative methods.

3.3.1 Approximate Matrix Inversion Methods

In these method, approximate matrix inverse approaches are discussed, wherein
an approximation of regularised Gram matrix A is computed and used for symbol
detection for massive MIMO systems.
Neumann Series Expansion-Based Detection
This technique is based on the concept of polynomial expansion where the inverse of
a matrix is expanded as a sum of infinite number of terms. Each term involves either
matrix-matrix multiplications or matrix-vector multiplications or both. The Pth order
Neumann series approximation (consists of only first P terms of an infinite series)
of the inverse of a matrix can be written as

A−1
P =

P−1∑

m=0

(
W

(
W−1 − A

))m
W (3.8)

where W denotes an initial low-complexity estimate of the inverse. The series in
(3.8) converges to the exact inverse with P → ∞ with W satisfying the condition

lim
m→∞ (I − WA)m = O. (3.9)

The application of Neumann series expansion for massive MIMO detection is based
on the fact that in massive MIMO , due to channel hardening, the regularised Gram
matrix A is a diagonally dominant matrix, i.e., the diagonal elements are significantly
higher than the off-diagonal elements. Therefore, the matrix A can be written as
A = D + E, where D is the diagonal matrix and E is the hollow matrix. The matrix
D−1 which is inverse of the diagonal elements of D is used as a low-complexity initial
estimate of the inverse in Neumann series expansion-based detection. The Pth order
series expansion can be written as

A−1
P =

P−1∑

m=0

(−D−1E
)m

D−1. (3.10)
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Using A−1
P , the symbols can be detected as

x̂N S = Q [
A−1

P b
] = Q

[
P−1∑

m=0

(−D−1E
)m

D−1b

]
. (3.11)

Algorithm 2 shows the pseudo-code of Neumann series expansion-based massive
MIMO detection.

Algorithm 2 Neumann series-based detector
1: Input: y, H, K , M, σ 2

2: Compute matrix A = G + σ 2

Ex
IK where G = HH H

3: Compute the inverse of matrix A i.e. A−1

4: Compute the MF output of y : b = HH y
5: Compute the MMSE estimate xMMSE = Q [

A−1b
]

6: Output:xMMSE

Newton Iteration-Based Detection
In Newton iteration-based approximate inverse method, an initial estimate of the
inverse of a matrix is refined iteratively. The iterative update of inverse is given by

A−1
m+1 = A−1

m

(
2I − AA−1

m

)
. (3.12)

The approximate inverse in (3.12) converges quadratically to the exact inverse if the
initial estimate satisfies

‖I − AA−1
0 ‖ ≤ 1. (3.13)

Similar to the Neumann series expansion, the initial estimate of inverse is D−1 which
is refined iteratively. The detected symbols using L iterations can be written as

x̂N I = Q [
A−1

L b
]
. (3.14)

The pseudo-code of the Newton iteration-based massive MIMO detection is shown
in Algorithm 3.

Algorithm 3 Newton iteration-based detector
1: Input: y, H, K , M, σ 2

2: Compute matrix A = G + σ 2

Ex
IK where G = HH H

3: Compute the inverse of matrix A i.e. A−1

4: Compute the MF output of y : b = HH y
5: Compute the MMSE estimate xMMSE = Q [

A−1b
]

6: Output:xMMSE
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3.3.2 Iterative Methods

In this section, we discuss the iterative methods for symbol detection in massive
MIMO systems. The key idea behind iterative methods is that a low-complexity
initial solution is refined iteratively for a few iterations to obtain a better solution.
The initial solution is refined in such a way that the final solution achieves superior
BER performance without much efforts in the computational complexity. There are
two main components in the iterative methods which are

i Initial solution
ii Iterative update

The pseudo-code of each iterative detection technique is more or less similar and can
be shown as Algorithm 4. A good initial solution determines how fast the algorithm

Algorithm 4 Iterative detection
1: Input: y, H, A, G K , M, σ 2

2: Compute initial solution x0
3: Update the initial solution iteratively
4: Output:Final solution after L iterations xL

converges to the final solution. However, the convergence of the algorithm highly
depends on the iterative update scheme. Different algorithms in the literature consider
different update mechanism and initial solution which is discussed next.

Richardson Iteration-Based Detection
In this technique, the special property of the regularised Gram matrix which is positive
semi-definiteness is exploited for performing Richardson iterations in order to detect
the symbols efficiently. The Richardson iterations can be written as

xm+1 = xm + ρ (b − Axm) , (3.15)

where ρ is the relaxation parameter in Richardson iterations. For convergence, the
relaxation parameter ρ should be between 0 < ρ < 2/λmax , where λmax is the max-
imum eigenvalue of the matrix A. The performance of Richardson method also
depends on the initial solution, and therefore, a low-complexity initial solution is
obtained as

x0 = D−1b. (3.16)

The refined solution after L iterations is considered as the output of the detector.
The pseudo-code of the Richardson-based detection algorithm is discussed in Algo-
rithm 5.

Jacobi Iteration-Based Detection In this technique, Jacobi iterations are used for
refining the initial solution. The Jacobi iterations can be written as
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Algorithm 5 Richardson iteration-based detection
1: Input: y, H, A, G K , M, σ 2

2: Compute initial solution : x0 = D−1b
3: for (m = 1, m + +, m ≤ L) do
4: Update the initial solution iteratively as : xm+1 = xm + ρ (b − Axm)

5: end for
6: Output:Final solution after L iterations Q [xL ]

xm+1 = xm + D−1 (b − Axm) . (3.17)

In order to accelerate the convergence of the algorithm, an iteration of steepest descent
is hybridised with Jacobi iteration which is given as

x2 = x0 + vr0 + D−1(r0 − vg0), (3.18)

where r0 = b − Ax0, v = rH
0 r0

(Ar0)H r0
and g0 = Ar0. The pseudo-code of hybrid Jacobi

iteration and steepest descent iteration is given in Algorithm 6.

Algorithm 6 Hybrid Jacobi iteration and steepest descent-based detection
1: Input: y, H, A, G K , M, σ 2

2: Compute initial solution : x0 = D−1b
3: Perform the first joint iteration as x2 = x0 + vr0 + D−1(r0 − vg0) where r0 = b − Ax0, v =

rH
0 r0

(Ar0)H r0
and g0 = Ar0

4: for (m = 3, m + +, m ≤ L) do
5: Update the initial solution iteratively as : xm+1 = xm + D−1(b − Axm)

6: end for
7: Output:Final solution after L iterations Q [xL ]

Gauss–Seidel-Based Detection
This is another iterative technique proposed in the literature for solving the set of lin-
ear equations. As discussed earlier in Sect. 3.2, MMSE detection in massive MIMO
is nothing but finding a solution to the set of linear equation with noisy measure-
ments. However, due to channel hardening, the MMSE solution turns out to be a
near-optimal one. Therefore, the techniques which can find the solution without
explicitly computing the matrix inverse are of high interest. Gauss–Seidel method
is one such technique which computes the solution in an iterative manner. Similar
to other iterative techniques such as Richardson and Jacobi methods, this technique
also exploits the positive semi-definite property of regularised Gram matrix A. The
key idea behind the Gauss–Seidel technique is to represent the matrix A as

A = D + L + LH , (3.19)
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where D, L and LH denote the diagonal matrix, strictly lower triangular matrix and
strictly upper triangular matrix of A, respectively. The Gauss–Seidel iterations are
then used for refining the initial solution as

xm+1 = (D + L)−1 (
b − LH xm

)
. (3.20)

The pseudo-code of Gauss–Seidel-based detection is shown in Algorithm 7.

Algorithm 7 Gauss–Seidel iteration-based detector
1: Input: y, H, A, G K , M, σ 2

2: Compute initial solution : x0 = D−1b
3: for (m = 1, m + +, m ≤ L) do
4: Update the initial solution iteratively as : xm+1 = (D + L)−1 (

b − LH xm
)

5: end for
6: Output:Final solution after L iterations Q [xL ]

Conjugate Gradient-Based Detection
Conjugate gradient (CG) is another way of solving a set of linear equations (Hestenes
and Stiefel 1952) where the search for the solution is performed in the conjugate
direction with a step movement toward the better solution iteratively. In CG-based
massive MIMO detection (Yin 2014), the search direction and the step size for the
movement are determined first and the solution is updated by moving a step in the
search direction next. The detailed steps involved in the CG method are shown in
Algorithm 8.

Algorithm 8 Conjugate gradient-based detection
1: Input: y, H, A, G K , M, σ 2

2: Initialization: b = HH y, v0 = O, r0 = b, p0 = r0
3: for (m = 1, m + +, m ≤ L) do
4: em−1 = Apm − 1
5: αm = ‖rm−1/pH

m−1em−1‖
6: vm = vm−1 + αmpm−1
7: rm = rm−1 − αmem−1
8: βm = ‖rm‖2/‖rm−1‖2

9: pm = rm + βmpm−1
10: end for
11: Output:Final solution after L iterations xL = Q[vL ]

Iterative Sequential Detection
The iterative detection techniques discussed so far are based on the conventional
iterative methods which solve the set of linear equations without computing matrix
inversion. On the other hand, ISD is inspired from the successive interference can-
celation (SIC)-based MIMO detection where symbol transmitted from each user is
detected successively. The key idea in ISD is to detect the symbol corresponding to
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each user while nulling the interference from all the users. The ISD algorithm starts
with an initial solution x0 = D−1b. Let x (i)

m denote the symbol detected, correspond-
ing to the i th user in the mth iteration. Now, let us consider the case of detecting the
symbol corresponding to the j th user in the (m + 1)th iteration which can be written
as

r( j)
m+1 = y − Hφm + h j x

( j)
m (3.21)

where φm+1 = (x (1)
m+1, x (2)

m+1, . . . , x ( j−1)

m+1 , x ( j)
m , x ( j+1)

m , . . . , x (K )
m+1) is the symbol update

vector and h j is the j th column of channel matrix H. To detect the symbol for the
j th user, matched filtering of (3.21) is performed followed by quantization operation
as

x( j)
m+1 = Q

[
hH

j r( j)
m+1

‖h j‖

]
. (3.22)

The detected symbol is then updated in the symbol update vector φm+1. This opera-
tions are performed iterative for each user till the number of iterations not completed.
Algorithm 9 describes the pseudo-code of ISD algorithm.

Algorithm 9 Iterative sequential detection
1: Input: y, H, A, G K , M, σ 2

2: Compute initial solution : x0 = D−1b
3: for (m = 1, m + +, m ≤ L) do
4: for j = 1, j + +, j ≤ K do
5: Perform interference nulling : r( j)

m+1 = y − Hφm + h j x ( j)
m

6: Detect symbol : x( j)
m+1 = Q

[
hH

j r( j)
m+1

‖h j ‖
]

7: Update symbol vector : φm+1 = (x (1)
m+1, x (2)

m+1, . . . , x ( j−1)
m+1 , x ( j)

m , x ( j+1)
m , . . . , x (K )

m+1)

8: end for
9: end for
10: Output:Final solution after L iterations xL = φL

3.4 Simulation Results and Discussions

In this section, simulation results on BER performance versus average received SNR
and the computational complexity (in terms of total number of real time operations)
are discussed for different detection techniques. For drawing useful insights, sim-
ulations are carried for various massive MIMO environments. The simulations for
plotting BER curve are carried out in MATLAB, and upto 1000 errors are counted
for averaging the BER over random noise and channel samples (Fig. 3.3).
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Fig. 3.3 BER performance comparison of different detection techniques for 160 × 20 massive
MIMO system with 64-QAM modulation

3.4.1 Bit Error Rate Comparison

Figures 3.1 and 3.2 present the BER performance comparison of various massive
MIMO systems with 64-QAM modulation. The detection techniques such as Neu-
mann series expansion (NSE), Newton iteration (NI), Stair matrix (SM)-based detec-
tion, Conjugate gradient (CG), Richardson iteration (RI), Gauss–Siedel (GS), MMSE
and iterative sequential detection (ISD) are used for comparison. Further, during sim-
ulations, two iterations are performed for NSE, NI and SM, and four iterations are
performed for RI, CG, GS and ISD. In Fig. 3.1, 160 × 20 massive MIMO system is
used for simulating the BER versus average received SNR. It is observed that the
ISD algorithm achieves best BER performance among all the detectors, which is
mainly due to the interference cancelation-based detection of symbols correspond-
ing to each user. Moreover, ISD also exploits the channel hardening property while
detecting the symbols. CG, JI and GS achieve performance close to the MMSE per-
formance, whereas NI, NSE, RI and SM are far inferior as compared to the MMSE
and ISD detectors. Another reason behind the detectors other than ISD are limited
in performance is that these algorithms are devised aiming to solve the linear system
of equations without matrix inversion or using approximate inversion techniques
(Fig. 3.4).

In Fig. 3.2, 160 × 40 massive MIMO system is used for simulating the BER per-
formance. Similar observations as in Fig. 3.1 can be drawn from Fig. 3.2 on the BER
performance. However, one key observation from Fig. 3.2 is that the performance
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Fig. 3.4 BER performance comparison of different detection techniques for 160 × 40 massive
MIMO system with 64-QAM modulation

of NI, NSE, RI and SM degrades with the increase in the number of users in the
system. It is because NI, NSE and SM involve approximate inverse of the matrix
and are limited by the number of iterations due to the computational complexity of
matrix-matrix multiplications. The performance of CG, JI, and GS become inferior
as compared to the MMSE detector when the number of users is increased from 20
to 40 users. The performance of ISD is still superior as compared with the MMSE
and other detectors, and therefore, ISD can be used for systems with comparatively
large number of users.

3.4.2 Computational Complexity

In this section, we discuss the computational complexity of various detection tech-
niques in terms of the total number of real-valued operations, i.e., number of additions
and multiplications. For the comparison of computational complexity, we ignore the
computations of common terms such as A, G and b. The number of iterations for NS
and NI is assumed to be two iterations as the matrix-matrix multiplications dominate
for iterations greater than two which leads to the computations to be of the order of
M3. For other detection techniques such as RI, JI, GS, CG and ISD, p iterations are
considered for computing the additions and multiplications. From Table 3.1, it can
easily be observed that the complexity of all the iterative algorithms is approximately
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Table 3.1 Computational complexity of different detection techniques

Detection techniques Multiplications Additions

Neumann series (2 iterations) 12M2 + 2M 8M2 − 2M

Newton iteration (2 iterations) 12M2 + 2M 8M2 − 2M

Richardson iteration (p iterations) 4pM2 + 2pM 4pM2 + 2pM

Jacobi iteration (p iterations) 4(p + 1)M2 + 2(p + 4)M 4pM2 + 4pM

Gauss–Siedel (p iterations) 4pM2 + 2pM 10pM2 − 3pM

Conjugate gradient (p iterations) 4pM2 + 8pM 4pM2 + 6pM

Iterative sequential detection (p iterations) 4pM2 + 2(2p + 1)M 4pM2 + 2pM

the same. However, ISD dominates in terms of the BER performance, and therefore,
ISD achieves superior performance-complexity trade-off over the other detection
techniques.

3.5 Conclusion and Future Scope

In this chapter, we presented a crucial issue of symbol detection in the uplink of
massive MIMO systems for its practical feasibility in 5G and beyond systems. The
chapter briefly discussed the motivation behind research in massive MIMO detection.
Problem formulation for massive MIMO detection and various detection techniques
such techniques based on Neumann series expansion, Newton iteration, Jacobi itera-
tion, Richardson iteration, Gauss–Seidel iteration, Conjugate gradient, and iterative
sequential detection are discussed in detail. Moreover, the simulation results on BER
performance and computational complexity are also discussed for drawing some use-
ful insights.

Though the existing techniques achieve close-to-MMSE or superior (in case of
ISD) BER performance, there is still a lot of scope for further research in the field.
Most of the existing detection techniques for massive MIMO systems are based on
solving the set of linear equations through approximate inverse or iterative methods
which limits their achievable BER performance. Moreover, when the number of users
increases in the system, i.e., when the ratio of number of base station antennas to the
number of users becomes less than 8, the BER performance of the existing techniques
starts degrading. Therefore, there is a need to develop nonlinear heuristic techniques
such as bio-inspired optimization, neighborhood search algorithms, message passing
techniques in the context of massive MIMO detection where computational complex-
ity plays an important role in practical design. Interestingly, when the loading factor
decreases beyond five, there are no such techniques which can provide an optimal
solution (the lower bound on BER is still an open research problem). This results in
strong motivation for further research in the field.
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Chapter 4
Index Modulation Techniques for 5G
and Beyond Wireless Systems

Manish Mandloi, Arijit Datta, and Vimal Bhatia

Abstract Index modulation (IM) is one of the emerging techniques for enabling
beyond 5G (B5G) wireless communications. It has the potential to meet the stringent
energy efficiency (EE) and spectral efficiency (SE) requirements of B5G systems with
better error rate performance over the conventional techniques. IM relaxes the need
for activating all the resources at the transmitter to transmit the information, thereby
allowing low-complexity transmitter architecture designs. The key idea behind IM is
to encode the information in the indices of the available resources at the transmitter
such as antenna, sub-carriers in orthogonal frequency division multiplexing, time-
slots, and radio frequency (RF) mirrors. Massive-MIMO is another such promising
technique which provides unprecedented growth in both EE and SE for B5G wireless
systems. Spatial multiplexed massive-MIMO is shown to achieve the unbelievable
capacity gains over the conventional MIMO systems. However, achieving such gains
requires dedicated signal processing resources for each antenna which increase the
cost, area, and power-requirement at the transmitter. Interestingly, through IM in
massive-MIMO, exceptionally high EE and SE can be achieved with minimal use
of the available resources. Recently, multi-dimensional IM (MIM), wherein mul-
tiple resources are indexed simultaneously during transmission to enhance the SE
further, has attracted researchers and experts from both academia and industry. In
this chapter, we discuss different IM and MIM techniques, their representations, and
advantages in B5G communications. In particular, we discuss spatial modulation,
generalized spatial modulation, media-based modulation, and their possible combi-
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nations as MIM in detail. We also shed the light on the maximum-likelihood detection
of information symbols in such systems.

Keywords Index modulation · Massive-MIMO · Radio frequency mirrors ·
Maximum-likelihood detection · Bit error rate · Spectral efficiency

4.1 Introduction

The exponential increase in the number of mobile subscribers across the globe with
advanced data thirsty applications at each user terminal demands fully connected,
reliable, and high data rate wireless services (Boccardi 2014). Over the past two
decades, the wireless community has seen an upshift of two generations over the
second generation (2G) wireless standards to overcome the data rate requirements
with an increased number of mobile users serviced simultaneously. With each gen-
eration shift (i.e., from 2G to 3G and from 3G to 4G), the overall spectral efficiency
is enhanced almost 1000 times. The next generation of wireless systems (5G) are
expected to roll out in the market by end 2020 with three-dimensional objectives
identified by the international telecommunication union (ITU): (1) enhanced mobile
broadband (eMBB), (2) massive machine type communication, and (3) ultra-reliable
low latency communication (uRLLC) (Andrews 2014; Boccardi 2014). It is antici-
pated that the successful implementation of 5G networks will provide the wireless
service between any-thing, any-time, and any-where. However, to achieve the key
objectives of 5G and beyond wireless systems is a challenging task. To meet the
fiber rate communication with high quality of service (QoS), wireless researchers
and engineers have come up with multiple physical layer (PHY layer) concepts such
as massive multiple-input multiple-output (MIMO) (Lu et al. 2014; Rusek 2013),
non-orthogonal multiple access (NOMA) (Dai 2018; Ding 2017), and index modu-
lation (IM) (Basar 2016; Wen et al. 2017). Moreover, research efforts are being put
in place to utilize these concepts efficiently in wireless systems in order to achieve
enhanced spectral efficiency (SE) and energy efficiency (EE).

Massive-MIMO is one of the promising techniques for achieving high SE and EE
in wireless systems (Lu et al. 2014). In massive-MIMO, the large antenna array is used
at the base station (BS) which serves comparatively less (few tens) number of users.
This results in a substantial processing gain which provides enhanced performance
gain over the conventional MIMO systems (Rusek 2013). In spite of its several
advantages, the practical feasibility of massive-MIMO is challenging due to the fact
that each transmit antenna at the base station as well as at multi-antenna users requires
dedicated signal processing resources such as RF chains, power amplifiers, and other
circuitry. This increases the power consumption and architectural complexity of
the transmitter. Furthermore, reliable detection of spatially multiplexed information
streams at the receiver is another crucial factor due to inter-channel interference
(interference between multiple streams transmitted from the antennas of the same
user/BS) for realizing uRLLC (Yang and Hanzo 2015).
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On the other hand, NOMA (Ding 2017) is considered as another such technique
which enhances the SE of wireless systems by relaxing the orthogonality of resources
for multiple access (termed as orthogonal multiple access (OMA)). In contrast to
OMA, NOMA shares the same resources, such as time and frequency for transmitting
independent information streams to multiple users simultaneously. NOMA can be
broadly classified as code domain (CD) NOMA and power domain (PD) NOMA
(Dai 2018). Among these, PD-NOMA is interestingly explored by the researchers
for its potential applications in B5G systems. In PD-NOMA, the information of
multiple users is superimposed at the transmitter with different power gains which
depend on the channel condition of each user. However, at the receiver end, users
employ successive interference cancellation (SIC) to decode their information which
is a complex process and is severely affected by error propagation (Dai 2018; Ding
2017).

Recently, IM techniques (Basar 2016; Wen et al. 2017) are getting increased
attention from both academia and industry as a promising solution for spectrally
efficient, low-power, and low-complexity architecture designs. IM relaxes the need
for dedicated signal processing resources in wireless systems by encoding the extra
information across the resources such as antenna, sub-carriers in OFDM, time-slots,
and parasitic elements (radio frequency (RF) mirrors) available at the transmitter.
Based on the indexing of different resources, IM techniques can be classified as:

• Spatial modulation (SM);
• Generalized spatial modulation (GSM);
• Space shift keying (SSK);
• OFDM sub-carrier index modulation (OFDM-IM);
• Media-based modulation (MBM).

In IM, extra information bits are encoded across the indices of the available resources
at the transmitter along with transmitting information bits using the conventional
modulation, i.e., through a symbol selected from the modulation alphabet (Basar
2016; Wen et al. 2017). Basically, there are two types of mappings involved in IM,
namely index mapping and symbol mapping. Through index mapping, a part of
incoming bits is allocated for activating the resources which yield activation pattern
whereas the other part of the incoming bits is used for selecting a constellation point
from the modulation alphabet as depicted in Fig. 4.1.

The concept of IM is first introduced in the name of spatial modulation in (Di
Renzo et al. 2011; Mesleh 2008). In SM, extra information bits are encoded across
the index of one active antenna element which is used for transmission of information
by selecting a symbol from the conventional modulation alphabet. The increase in
SE due to index mapping in SM depends on the total number of combinations of
one active antenna. It turns out that, in SM the increase in SE is logarithmic with
respect to the number of transmit antennas (discussed in detail later in the chapter).
Although SM has limited SE due to only one active antenna, some of its key advan-
tages include the complete elimination of inter-channel interference, requirement of
only one radio frequency (RF) chain, and no constraints on the number of the receive
antennas. The generalization of SM termed as GSM is proposed in Younis et al.
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Fig. 4.1 Index and symbol mapping

(2010) where more than one antenna elements are active which helps in embedding
more information bits. It is worth noting that the total number of combinations of
active antennas increases in GSM which results in higher SE. Though GSM has
higher SE over SM, it suffers from the inter-channel interference which is due to
multiple active antennas. Reliable detection of information in SM and GSM is a
challenging task due to embedded information in index as well as the transmitted
symbols which involve significant complexity in detection. To avoid the complexity
of detectors in SM and GSM, a simple modulation scheme called as SSK is proposed
in Jeganathan et al. (2008, 2009). In SSK, only one antenna is active, which trans-
mits the symbol 1 rather than transmitting a symbol from the modulation alphabet in
contrast to SM and GSM. Therefore, SSK relaxes the need for detection of the trans-
mitted symbol from the active antenna yielding a low-complexity detector design.
OFDM-IM (Basar 2013, 2015; Ozturk 2016) is another technique where indexing is
performed across the sub-carriers in an OFDM transmission system. In OFDM-IM,
the combinations of active sub-carriers are large due to which not all the possible
combinations are used for transmitting the information. On the other hand, MBM
(Khandani 2013, 2014) is a recently proposed IM scheme where multiple RF mirrors
are placed near the transmit antenna which creates different channel fade realizations
for transmission of information. The indexing in MBM is performed across these
channel fade realizations by activating the RF mirrors (Naresh and Chockalingam
2017). The key advantage of MBM is that it offers enhanced spectral efficiency over
the other IM techniques such as SM, GSM, and SSK.

IM with massive-MIMO serves as a potential solution to provide better SE and EE
in futuristic wireless systems. IM with massive-MIMO has the capability of enabling
low-power and ultra-reliable communication which are key objectives of B5G wire-
less systems. Moreover, further research is being carried out over generalizing the
IM concept by combining one or more IM techniques, which are termed as multi-
dimensional IM (MIM) (Shamasundar 2017). In MIM, multiple IM concepts are
integrated to transmit more information bits through multiple indexing as compared
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with the conventional IM. Therefore, based on the different possible combinations
of IM techniques, MIM can be classified as:

• Space-time IM (ST-IM);
• Spatial modulated media-based modulation (SM-MBM);
• Generalized spatial modulated media-based modulation (GSM-MBM).

In all the aforementioned MIM schemes, indexing is performed across multiple
resources simultaneously to encode additional information bits. In ST-IM, antenna
and time-slots are indexed together which increase sparsity in the transmitted sym-
bol vector. However, it lacks significantly in the spectral efficiency due to the use
of multiple time-slots and activating only one of them. SM-MBM and GSM-MBM
are the two most promising MIM techniques where antenna indexing and RF mir-
rors activity pattern are used for encoding the information. It provides a significant
increase in both the SE and the sparsity in the transmitted symbol vector. However,
in such MIM techniques, the complexity of the detector increases for achieving the
target bit error rate performance. Although IM and MIM have several advantages
over the conventional transmission scheme, symbol detection is one of the practi-
cal challenges in such systems. IM and MIM detection algorithms involve two key
steps: i) detecting the indices used for transmission and ii) detecting the transmitted
symbols (Gao et al. 2017; Narasimhan et al. 2015). Finally, the detected indices and
symbols are combined to obtain the transmitted information bits through demapping
as depicted in Fig. 4.2. To this end, there are several detection techniques proposed
in the literature to detect the symbols reliably. In this chapter, we discuss ST-IM and
SM-MBM schemes with their mathematical formulation and ML detection in detail.

Fig. 4.2 Detector design and demapping
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Notations Boldface uppercase and lowercase alphabets represent column vectors
and matrices, respectively. (.)T and ()−1, respectively, denote transpose and inverse
operations. | . | is the cardinality of a set. || . ||2 denotes L2-norm. The absolute value
of an element is represented as | . |.

4.2 System Model

In this section, we briefly discuss the mathematical formulation of various termi-
nologies in massive-MIMO system which is very much useful in developing the
mathematical model for IM massive-MIMO systems in later sections of the chapter.
We also discuss the optimal detection scheme in massive-MIMO systems which is
termed as maximum-likelihood (ML) detection for detecting the transmitted infor-
mation from the received symbol vector. Let us consider a massive-MIMO system
with K users with each user having Nt transmit antennas, and a base station (BS)
having Nr receive antennas to serve the users (Nr × KNt) (Lu et al. 2014). We specifi-
cally consider the uplink scenario to introduce different IM and MIM schemes in the
chapter. User i is assumed to transmit symbol vector xi to the BS in each channel use.
Each element x(i,k) of xi for k = 1, 2, . . . , Nt is assumed to be taken from a modula-
tion alphabet sayA ( e.g.,A = {−1 − 1i,−1 + 1i, 1 − 1i, 1 + 1i} for 4-QAM). The
wireless channel between the ith user and the BS is represented by Hi with dimension
Nr × Nt as shown in Fig. 4.3. Note that the dimensions of the channel matrix may
change during the discussion of different IM schemes due to different considerations
in each scheme. With these assumptions and considerations, the received vector y
can be written as

y = H1x1 + H2x2 + · · · + HKxK + n, (4.1)

where n is the additive white Gaussian noise (AWGN) at the receiver, with each
element having the Gaussian distribution with mean zero and variance σ 2, i.e., ∼
CN(0, σ 2). Eq. (4.1) can also be written as

y = Hx + n, (4.2)

where H = [H1, H2, . . . , HK ] and x = [xT
1 , xT

2 , . . . , xT
K

]T
are the composite channel

matrix and the transmitted symbol vector, respectively.

4.2.1 Maximum-Likelihood Detection

The optimal detection of information from the received symbol vector can be obtained
by performing an exhaustive search over all the possible combinations of the transmit
symbol vectors (Rusek 2013). Since each element x(i,k) for i = 1, 2, . . . , K and k =
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Fig. 4.3 Massive-MIMO system

1, 2 . . . , Nt is taken from a modulation alphabet of size |A|, and therefore, the set of
all the possible combinations of composite transmitted symbol vector x consists of
|A|KNt symbol vectors. Thus, to obtain the best possible symbol vector, ML detector
performs search over a set consisting of possible transmit |A|KNt vectors using the
maximum-likelihood (ML) cost metric. The ML cost metric is given by

CML = ‖y − Hx‖2
2, (4.3)

and the ML solution is given by

x̂ML = arg min
x∈AKNt

‖y − Hx‖2
2. (4.4)

This can further be simplified as

x̂ML = arg min
xi∈ANt

‖y −
K∑

i=1

Hixi‖2
2, (4.5)

= arg min
x(i,j)∈A

‖y −
K∑

i=1

Nt∑

j=1

h(i,j)x(i,j)‖2
2 (4.6)

However, it can be noted that the number of possible combinations is exponential
in the number of users and the number of antennas at each user which makes the
realization of ML detection computationally prohibitive.
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4.3 Types of Index Modulation

In this section, we discuss the key concept behind SM, GSM, SSK, and MBM with
the required mathematical formulation and block diagrams. We also provide the ML
detection rule for each of the aforementioned IM schemes for optimal detection
of the transmitted information. First, we discuss the SM scheme followed by the
discussion on its generalized version, i.e., GSM scheme. Next, we discuss the SSK
scheme which is a low-complexity modification of SM. Finally, we provide a brief
introduction to the recently proposed MBM scheme.

4.3.1 Spatial Modulation

SM (Mesleh 2008), where indexing is performed across the antennas (i.e., spatial
dimension), is the first IM scheme proposed in the literature. In SM, only one antenna
out of the available antennas is active at a time which generates different single active
antenna patterns termed as antenna activation patterns (Di Renzo et al. 2011). The
information to be encoded is mapped on the antenna activity pattern by selecting
one of the possible patterns based on the incoming information bits. As depicted
in Fig. 4.4, the index mapper is connected to the antenna mapper which is used to
activate the switch between the RF chain and the selected antenna for transmitting
the processed information obtained from the symbol mapper for the ith user.

For simplicity, let us consider a transmitter with Nt antennas. Then, the total
number of antenna activation patterns by selecting one antenna out of Nt available
antennas equals to

(Nt

1

)
. Therefore, the total number of bits which can be used for

selecting one of these patterns is �log2

(Nt

1

)�, where �·� is the flooring operation. After
selecting the active antenna, a symbol is selected from the modulation alphabet by
using log2 |A| bits for transmission through the active antenna. The SE of SM in terms

Fig. 4.4 Transmitter block diagram for SM
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of bits per channel use (bpcu), i.e., the total number of bits that can be transmitted
by a single user in the K user system is given by

ηSM =

⎛

⎜⎜
⎜
⎝

�log2

(
Nt

1

)
�

︸ ︷︷ ︸
Index mapping

+ log2 |A|
︸ ︷︷ ︸

Symbol mapping

⎞

⎟⎟
⎟
⎠

bpcu. (4.7)

These ηSM bits can be conveyed through the symbol vector transmitted from the user,
say ith user, which can be written as

xi =
⎡

⎣0, 0, · · · , x(i,k)︸︷︷︸
active antenna

, . . . , 0, 0

⎤

⎦ ,

where kth antenna is active which transmits a symbol x(i,k) ∈ A. Similarly, each
user maps the incoming information bits into a transmit vector for conveying the
information to the BS. The symbol vector received at the BS can be written as

y = H1x1 + H2x2 + · · · + HK xK + n

which is rewritten as

y =
K∑

i=1

h(i,k)x(i,k) + n, for k = 1, 2, . . . , Nt, (4.8)

where k differs for each i depending on the incoming information. For example, let
us consider a system with single user having Nt = 4 and using BPSK modulation,
the set of all the possible transmit vector is given by

SSM =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢⎢
⎣

−1
0
0
0

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

+1
0
0
0

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=1

,

⎡

⎢⎢
⎣

0
−1
0
0

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

0
+1
0
0

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=2

,

⎡

⎢⎢
⎣

0
0

−1
0

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

0
0

+1
0

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=3

,

⎡

⎢⎢
⎣

0
0
0

−1

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

0
0
0

+1

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=4

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

Therefore, by using SSM we can obtain ηSM = 3 bpcu where 1 bit can be transmitted
by using a symbol from BPSK and other 2 bits by using one activity pattern, i.e.,
�log2

(4
1

)�.
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4.3.1.1 ML Detection in SM

The ML solution in SM massive-MIMO can be obtained similar to that of the massive-
MIMO system (discussed in Sect. 4.2.1). In SM, each user transmits a vector selected
from SSM, the set of all the possible SM transmit vectors. Mathematically, the ML
solution at the receiver to achieve the optimal detection can be written as

x̂ML = arg min
x∈SSM

‖y − Hx‖2
2. (4.9)

This can further be simplified as

x̂ML = arg min
x(i,k)∈A,h(i,k)∈Hi,∀i

‖y −
K∑

i=1

h(i,k)x(i,k)‖2
2. (4.10)

It can easily be observed from here that a joint search is performed over x(i,k) ∈ A
and h(i,k) ∈ Hi.

4.3.2 Generalized Spatial Modulation

SM, which is simplest form of IM schemes, is limited in SE due to only one active
antenna. Therefore, GSM, which is an spectrally efficient advancement of SM, pro-
poses to activate multiple antennas for transmission of multiple data streams simul-
taneously (Younis et al. 2010). However, not all the antennas are active in GSM,
which makes it different from spatial multiplexing-based MIMO transmission. The
higher SE in GSM is achieved at the cost of increased architecture complexity, which
is due to the requirement of dedicated RF chains for each of the active antenna as
depicted in Fig. 4.5. In GSM, say Na number of antennas are active out of all the
available Nt antennas, and therefore, the total number of antenna activation patterns
in GSM is

(Nt

Na

)
. The total number of bits which can be used for selecting one of these

activation patterns is �log2

(Nt

Na

)�. Further, each of the Na active antennas transmits a
symbol selected from the modulation alphabet A, which results in transmission of
Na log2 |A| information bits. Hence, the total number of information bits which can
be conveyed form a single GSM user is

ηGSM =

⎛

⎜⎜⎜
⎝

�log2

(
Nt

Na

)
�

︸ ︷︷ ︸
Antenna Index Mapping

+ Na log2 |A|
︸ ︷︷ ︸

Symbol Mapping

⎞

⎟⎟⎟
⎠

bpcu. (4.11)

which is significantly higher than that of the SM scheme. The transmit vector in
GSM consists of multiple non-zero entries and can be written as
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Fig. 4.5 Transmitter block diagram of GSM

xi=
⎡

⎢
⎣0, · · · , xi1︸︷︷︸

active antenna 1

, . . . 0, · · · , xi2︸︷︷︸
active antenna 2

, . . . , 0, . . . , xiNa︸︷︷︸
active antenna Na

, . . . , 0

⎤

⎥
⎦ ,

where each of the xi1 , xi2 , . . . , xiNa
is selected from the modulation alphabet A and

i1, i2, . . . , iNa are the indices of the active antennas at the ith user. The received
symbol vector at the BS can now be written as

y =
K∑

i=1

Na∑

k=1

hik xik + n. (4.12)

For example, consider a multiple antenna system with Nt = 4, Na = 2 and BPSK
modulation, the set of all the possible transmit vectors can be given by

SGSM =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢⎢
⎣

−1
−1
0
0

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

−1
+1
0
0

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

+1
−1
0
0

⎤

⎥⎥
⎦ ,

⎡

⎢⎢
⎣

+1
+1
0
0

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=1,2

, . . . ,

⎡

⎢⎢
⎣

−1
0

−1
0

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=1,3

, . . . ,

⎡

⎢⎢
⎣

−1
0
0

−1

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=1,4

, . . .

⎡

⎢⎢
⎣

0
−1
−1
0

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=2,3

, . . . ,

⎡

⎢⎢
⎣

0
−1
0

−1

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=2,4

, . . . ,

⎡

⎢⎢
⎣

0
0

+1
+1

⎤

⎥⎥
⎦

︸ ︷︷ ︸
k=3,4

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

The total number of vectors in the set SGSM is
(Nt

Na

)× |A|Na = 6 × 22 = 24 which
can convey �log2(24)� = 4 bits of information. It is worth noting that not all the
patterns are used here for transmission of information, and therefore, only 16 out
of 24 patterns are used in this example. Also, spatial multiplexing and SM are the
special cases of GSM with all active antennas and one active antenna, respectively.
In spatial multiplexing, Na = Nt whereas in SM Na = 1.
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4.3.2.1 ML Detection in GSM

Optimal detection in GSM can be performed by using the ML search over the set
of all the possible combinations of the transmit vector. The ML solution for GSM
scheme can be obtained as

x̂ML = arg min
xik ∈A,hik ∈Hi,∀i

‖y −
K∑

i=1

Na∑

k=1

hik xik ‖2
2. (4.13)

In obtaining the ML solution, a joint search is performed over xik ∈ A and hik ∈ Hi

for all i = 1, 2, . . . , K and k = 1, 2, . . . , Na. It can easily be observed that obtaining
the ML solution in GSM is computationally expensive as compared to SM scheme.

4.3.3 Space Shift Keying and Generalized Space Shift Keying

SSK and GSSK are simplified forms of SM and GSM, respectively. In SSK, only one
antenna is active which does not transmit the symbol from a conventional modulation
alphabet (Jeganathan et al. 2009). The active antenna in SSK transmits only one type
of symbol, i.e., 1 whereas all the other antennas remain off. If the number of antennas
is Nt, then the total number of possible active antenna combinations are

(Nt

1

)
which can

convey �log2

(Nt

1

)� bits at a time. On the other hand, in GSSK multiple antennas are
active similar to GSM but these antennas only transmit 1 (Jeganathan et al. 2008). In
GSSK, if Na antennas are active, then the total number of active antenna combinations
is
(Nt

Na

)
and the total bits which can be conveyed by selection of an activity pattern is

�log2

(Nt

Na

)� bits at a time. The transmit symbol vector in SSK can be written as

xi =
⎡

⎣0, 0, · · · , 1︸︷︷︸
active antenna

, . . . , 0, 0

⎤

⎦ ,

and the received symbol vector in SSK is given by

ySSK =
K∑

i=1

hik + n, for k = 1, 2, . . . , Nt. (4.14)

Similarly, the transmit vector in GSSK can be written as

xi =
⎡

⎣0, · · · , 1︸︷︷︸
active antenna 1

, . . . 0, · · · , 1︸︷︷︸
active antenna 2

, . . . , 0, · · · , 1︸︷︷︸
active antenna Na

, . . . , 0

⎤

⎦ ,
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and the received symbol vector is

yGSSK =
K∑

i=1

Na∑

k=1

hik + n. (4.15)

For example, if Nt = 4, then the set of all the possible transmit vector in SSK is

SSSK =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢⎢
⎣

1
0
0
0

⎤

⎥⎥
⎦

︸︷︷︸
k=1

,

⎡

⎢⎢
⎣

0
1
0
0

⎤

⎥⎥
⎦

︸︷︷︸
k=2

,

⎡

⎢⎢
⎣

0
0
1
0

⎤

⎥⎥
⎦

︸︷︷︸
k=3

,

⎡

⎢⎢
⎣

0
0
0
1

⎤

⎥⎥
⎦

︸︷︷︸
k=4

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

and the set of all the possible transmit vectors can be written as

SGSSK =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎡

⎢⎢
⎣

1
1
0
0

⎤

⎥⎥
⎦

︸︷︷︸
k=1,2

,

⎡

⎢⎢
⎣

1
0
1
0

⎤

⎥⎥
⎦

︸︷︷︸
k=1,3

,

⎡

⎢⎢
⎣

1
0
0
1

⎤

⎥⎥
⎦

︸︷︷︸
k=1,4

,

⎡

⎢⎢
⎣

0
1
1
0

⎤

⎥⎥
⎦

︸︷︷︸
k=2,3

,

⎡

⎢⎢
⎣

0
1
0
1

⎤

⎥⎥
⎦

︸︷︷︸
k=2,4

,

⎡

⎢⎢
⎣

0
0
1
1

⎤

⎥⎥
⎦

︸︷︷︸
k=3,4

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

4.3.3.1 ML Detection in SSK and GSSK

It can be observed that the problem of detection in SSK and GSSK is simplified in
the sense that there is no need to perform a search over the setA. Therefore, the ML
detection problem in SSK can be formulated as

x̂ML = arg min
hik ∈Hi,∀i

‖y −
K∑

i=1

hik ‖2
2. (4.16)

and that of in GSSK, ML solution can be obtained as

x̂ML = arg min
hik ∈Hi,∀i

‖y −
K∑

i=1

Na∑

k=1

hik ‖2
2. (4.17)

The ML search now reduces to search only over the set H in contrast to the SM
and GSM where the search also involves set A, which ultimately increases the
computational complexity of detector at the receiver.
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4.3.4 Media-Based Modulation

MBM is a recently proposed IM scheme where indexing is performed across the
parasitic elements called as RF mirrors (Khandani 2013). These elements are placed
near the transmit antennas. The ON/OFF switching of these RF mirrors generates
different channel fade realizations at a far field in a rich scattering environment.
The ON/OFF activity of the mirrors is chosen based on the incoming information
bits. Once a switching pattern is selected for a particular antenna, the antenna then
transmits a symbol selected from the modulation alphabet as depicted in Fig. 4.6
(Khandani 2014). Note that the key difference between other IM schemes discussed
so far and MBM is that, in MBM all the antennas transmit information. If there are
mrf RF mirrors are placed near an antenna, then it generates 2mrf ON/OFF switching
patterns (Naresh and Chockalingam 2017). Therefore, to select a particular pattern
requires �log2 2mrf� = mrf information bits which is linear with respect to the number
of RF mirrors. This is in contrast to the logarithmic increase in information conveying
capability of SM and GSM with respect to the total number of antennas. Other than
mrf bits, each antenna also transmits a symbol which convey additional log2 |A|
information bits. Therefore, the total SE per antenna in terms of bpcu in MBM
scheme is

ηMBM =
⎛

⎜
⎝ mrf︸︷︷︸

Index Mapping

+ log2 |A|
︸ ︷︷ ︸

Symbol Mapping

⎞

⎟
⎠ bpcu. (4.18)

Let us consider a single antenna user with mrf = 2 as shown in Fig. 4.7. The set of
possible ON/OFF activity patterns is na = {(0, 0), (0, 1), (1, 0), (1, 1)} where each
of the activity pattern results in an independent channel realization h1, h2, h3 and h4,
respectively. Based on the incoming information bits, one of these activity pattern
is selected to transmit information bearing symbol selected from the modulation
alphabet. Let us consider the composite channel matrix H = [h1, h2, h3, h4], then
the composite transmit vector for a single antenna MBM transmitter is SMBM =
{[αi, 0, 0, 0], [0, αi, 0, 0], [0, 0, αi, 0], [0, 0, 0, αi]. It is worth noting that the single
antenna user transmits αi ∈ A only from the antenna, but for mathematical simplicity
we consider the concept of composite channel and composite transmit vector.

For generalization of the transmit vector to the case of multiple users, let us
consider single antenna users for simplicity. Each user consists of mrf RF mir-
rors, M = 2mrf mirror activation patterns and use A modulation alphabet for trans-
mission of a symbol. Let hj

k denote the Nr × 1 channel state vector correspond-
ing to the jth MAP selected by the kth user for transmitting the αk ∈ A, where
hj

k = [hj
1,k , hj

2,k , . . . , hj
Nr ,k

]T . Each hj
i,k is assumed to be independent and identically

distribute (i.i.d.) complex Gaussian random variable with zero mean and unit vari-
ance, i.e., ∼ CN(0, 1). Let us define the matrix Hk = [h1

k , h2
k , . . . , hM

k ] and the MBM
signal set for a single user as
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Fig. 4.6 Transmitter block diagram of MBM

Fig. 4.7 Single antenna MBM system

SMBM = {sj,i : j = 1, 2, . . . , M , i = 1, 2, . . . , |A|},
s.t. sj,i = [0, . . . , 0, αi︸︷︷︸

jth coordinate

, 0, . . . , 0]T , αi ∈ A, (4.19)

which means that sj,i is an M × 1 vector with only one nonzero entry αi ∈ A corre-
sponding to the jth channel fade realization. For the kth user, let us denote xk ∈ SMBM,
and therefore, the received vector at the BS can be written as

y =
K∑

k=1

Hkxk + n, (4.20)
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where n is an Nr × 1 additive white Gaussian noise (AWGN) vector with n ∼
CN(0, σ 2INr ). Further, we can rewrite the received vector as

y = Hx + n, (4.21)

where H = [H1 H2 . . . HK ] is an Nr × KM multi-user MBM-MIMO channel
matrix and x = [xT

1 xT
2 . . . xT

K ]T is KM × 1 multi-user MBM-MIMO transmit
symbol vector.

At receiver, the objective is to detect the ML solution given the received vector y
and the channel state information H as

x̂ = arg min
x∈S

K
MBM

‖y − Hx‖2
2. (4.22)

However, finding ML solution requires an exhaustive search over the set of all the
possible vectors, i.e., S

K
MBM which is computationally impractical in massive-MIMO

systems.

4.4 Multi-dimensional Index Modulation

In this section, we discuss an improved IM scheme termed as MIM wherein multiple
IM schemes are integrated to obtain higher SE. First, we discuss the space-time
IM scheme which is the simplest form of MIM. Next, we extend this concept to the
spatial MBM which achieves significantly high SE over other IM and MIM schemes.

4.4.1 Space-Time IM

In space-time IM, multiple resources are utilized for indexing such as time-slots and
antennas at the transmitter apart from transmitting the symbol selected from the mod-
ulation alphabet (Shamasundar 2017). Let us consider T time-slots and Nt antennas
are available for indexing. The total number time-slot activity patterns are

(T
1

)
, and

for each time-slot activity pattern, there are
(Nt

1

)
antenna activity patterns possible.

Therefore, the total number of bits that can be conveyed by indexing across time-slots
is �log2

(T
1

)� and that of across antenna is �log2

(Nt

1

)�. The incoming information bits
are divided into three part: One part is used for selecting the time-slot, second part
is used for selecting an antenna, and the third part is used to select a symbol fromA
for transmission. The SE in space-time IM in terms of bpcu is

ηST-IM = �log2

(
T

1

)
� + �log2

(
Nt

1

)
� + log2 |A|. (4.23)
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For example, if T = 2, Nt = 4 and BPSK modulation is considered, then the set of
possible transmit vector is

SST-IM =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[−1
0

]

︸ ︷︷ ︸
T=1

,

[
0
0

]

︸︷︷︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[+1
0

]

︸ ︷︷ ︸
T=1

,

[
0
0

]

︸︷︷︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0

−1

]

︸ ︷︷ ︸
T=1

,

[
0
0

]

︸︷︷︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0

+1

]

︸ ︷︷ ︸
T=1

,

[
0
0

]

︸︷︷︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0
0

]

︸︷︷︸
T=1

,

[−1
0

]

︸ ︷︷ ︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0
0

]

︸︷︷︸
T=1

,

[+1
0

]

︸ ︷︷ ︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0
0

]

︸︷︷︸
T=1

,

[
0

−1

]

︸ ︷︷ ︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
0
0

]

︸︷︷︸
T=1

,

[
0

+1

]

︸ ︷︷ ︸
T=2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(4.24)

The transmit symbol vector of ith user for ST-IM can be written as

x(t)
i = [0, . . . , 0, xi(k, τ ), 0, . . . , 0] , (4.25)

where k is the active antenna index, τ ∈ {1, 2, . . . , T }, xi(k, τ ) ∈ A, i.e., xi(k, t) = 0
for all t �= τ . With the assumption that the channel state information is block faded
for T time-slots, then the received vector in ST-IM can be written as

y = Hix
(t)
i + n

=
K∑

i=1

hi,kxi(k, τ ) + n (4.26)

Now, let us consider the composite transmit vector x = [x(t)
1 , x(t)

2 , . . . , x(t)
K ]. The ML

detector in ST-IM for obtaining the optimal solution can be formulated as

x̂ = arg min
x(t)

i ∈S
K
ST-IM

‖y − Hix
(t)
i ‖2

2, (4.27)

= arg min
xi(k,τ )∈A

‖y −
K∑

i=1

hi,kxi(k, τ )‖2
2. (4.28)

4.4.2 Spatial Modulated Media-Based Modulation

SM-MBM is a new MIM scheme where the concept of SM and MBM is integrated to
obtain a higher SE over both SM and MBM (Shamasundar 2017). In SM-MBM, we
consider multiple antenna transmitter with each antenna having multiple RF mirrors
deployed nearby each antenna as depicted in Fig. 4.8.
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Fig. 4.8 SM-MBM
transmitter block diagram

In SM-MBM, the information is conveyed by using antenna activation pattern,
mirror activation pattern, and the symbol transmitted selected from the modulation
alphabet. The total number of information bits that can be conveyed by using antenna
activation pattern and mirror activation pattern is �log2

(Nt

1

)� + mrf. Additionally,
log2 |A| bits are also conveyed using a symbol selected from the modulation alphabet
A. This results in the total SE of SM-MBM scheme as

ηSM-MBM =

⎛

⎜⎜⎜
⎝

�log2

(
Nt

1

)
�

︸ ︷︷ ︸
Antenna index mapping

+ mrf︸︷︷︸
RF mirror index mapping

+ log2 |A|
︸ ︷︷ ︸

Symbol mapping

⎞

⎟⎟⎟
⎠

bpcu.

(4.29)

The transmit symbol vector xi from the ith user can be written as
[
0, · · · , 0, x(i,k,p), 0,

. . . , 0
]
, where xi,k,p ∈ A is the information symbol from the kth antenna and

pth mirror activation pattern. It is worth noting that k ∈ {1, 2, . . . , Nt} and p ∈
{1, 2, . . . , 2mrf}, and therefore, the size of the symbol vector xi is 2mrf × Nt with only
one nonzero entry. Similarly, the channel matrix Hi consists of 2mrf × Nt columns
with each column of size Nr × 1. The received vector in SM-MBM system can be
written as

y =
K∑

i=1

Hixi + n,

=
K∑

i=1

h(i,k,p)x(i,k,p) + n. (4.30)
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Next, to detect the transmitted information symbol optimally, we introduce the ML
detection for SM-MBM which can be written as

x̂ = arg min
xi∈S

K
SM-MBM

‖y − Hixi‖2
2, (4.31)

= arg min
x(i,k,p)∈A

‖y −
K∑

i=1

h(i,k,p)x(i,k,p)‖2
2, (4.32)

where S
K
SM-MBM is the set of all the possible composite transmit vectors from the K

users jointly.
This completes our discussion on different IM and MIM schemes in detail. All

the schemes are listed in Table 4.1 with their SE in terms of bpcu.

4.5 Conclusion

In this chapter, we introduced different IM schemes as a low-complexity solution for
B5G wireless systems. In particular, first, we discussed SM, GSM, SSK, and MBM
schemes with their mathematical formulation in detail. We also discussed the ML
solution for each of these IM techniques. Through discussion, it is revealed that SSK
is the simplest IM scheme and require low-complexity receiver design for detection
of information symbols. SM and GSM involve the transmission of additional infor-
mation through a symbol selected from the modulation alphabet which increases its
SE at the cost of increased detection complexity and requirement of dedicated RF
chain(s). On the other hand, MBM, which is a new IM scheme, has improved SE
over SSK, SM, and GSM due to linear increase in SE with respect to the number in
RF mirrors. Next, we discussed multi-dimensional IM schemes which involve com-
bination of two or more IM schemes to convey the information from transmitter to
the receiver thereby enhancing the SE further. IM and MIM are the emerging scheme
with significant advantages in terms of inter-channel interference, reliability, and sav-
ing in resources. However, there is a lot of research scope to develop low-complexity
receiver architectures for detection and demapping of the transmitted information
in IM and MIM. As a future work, application of IM and MIM in the downlink of
NOMA systems is an interesting work which could replace the complex successive
interference cancellation operation at the user end without affecting the SE.
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Chapter 5
Sparse Code and Hybrid Multiple
Access Techniques

Sanjeev Sharma and Kuntal Deka

Abstract Next-generation wireless networks require higher spectral efficiency and
lower latency to meet the demands of various upcoming applications. Recently, non-
orthogonal multiple access (NOMA) schemes are introduced in the literature for
5G and beyond. Various forms of NOMA are considered like power domain, code
domain, pattern division multiple access, etc. to enhance the spectral efficiency of
wireless networks. In this chapter, we introduce the code domain-based sparse code
multiple access (SCMA) NOMA scheme to enhance the spectral efficiency of a
wireless network. The design and detection of an SCMA system are analyzed in this
chapter. Also, the method for codebooks design and its impact on system performance
are highlighted. A hybrid multiple access scheme is also introduced using both code-
domain and power-domain NOMA. Furthermore, simulation results are included to
show the impact of various SCMA system parameters.

Keywords NOMA · SCMA · HMA · Message passing algorithm

5.1 Introduction of NOMA

In this chapter, we focus on the sparse code multiple access (SCMA) and hybrid
multiple access (HMA) schemes for next-generation wireless systems. From 1G to
4G wireless systems are based on the orthogonal multiple access (OMA) techniques
such as time division multiple access (TDMA) and frequency division multiple access
(FDMA), where resources are allocated to each user exclusively. OMA-based system
has lower spectral efficiency when some bandwidth resources are allocated to users
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with poor channel state information (CSI). Further, OMA techniques may not be
suitable for a wireless network which requires very high spectral efficiency, very low
latency, and massive device connectivity. Therefore, OMA-based system may not be
able to support the connectivity of billions devices in wireless network for various
futuristic applications. Hence, researchers have started to focus on NOMA-based
systems to achieve higher spectral efficiency and lower latency for next-generation
wireless networks. In NOMA, one or more resources are allocated to more than one
user simultaneously to enhance the spectral efficiency of network. Further, power
domain (PD) and code domain NOMA-based systems are mainly explored in the
literature (Dai et al. 2017; Sharma et al. 2018; Yang et al. 2019). Recently, NOMA-
based systems are also analyzed by considering the multiple-input multiple-output
(MIMO) techniques (Pan et al. 2018; Yang et al. 2018; Yuan et al. 2018).

SCMA is a code domain (CD) NOMA technique, in which a user occupies more
than one orthogonal resource1 for communication. In SCMA, multidimensional
codebooks are used due to which shaping gain can be enhanced. Further, SCMA
can be thought of as an extended version of low density spreading (LDS) multi-
ple access technique. Recently, SCMA has brought a significant interest from the
researchers and the scientists for 5G and beyond wireless networks.

5.2 SCMA System Model

Suppose the number of orthogonal resource elements and users in a system are K and
J , where J > K . Therefore, J users communicate using K resources and this system
is often referred to as J × K SCMA system. In SCMA, each user’s information is
directly mapped to a multidimensional complex vector for transmission. Let each
user has a codebook Xj, j = 1, 2, . . . , J , which contains M complex columns of
dimension K . Therefore, each user codebook Xj has a size is K × M with complex
elements and can be written as Xj = [xj1, xj2, . . . , xjM

] ∈ C
K×M . For example,

M = 4, each data symbol has two bits, i.e., log2(M ) bits. Each column of codebook
Xj corresponds to a data symbol. Hence, first, second, third, and fourth columns
are selected corresponding data symbols [00], [01], [10], and [11], respectively, for
transmission. The encoding operation of an SCMA system is illustrated in Fig. 5.1.

Consider the example of 6 × 4 SCMA system. The 6 codebooks and their super-
position are depicted in Fig. 5.2. Each codebook has four columns corresponding to
the four data symbols. Further, only two same rows are non-zeros in each codebook.
Therefore, the codebooks are sparse.2 The sparsity of the codebooks can help to
achieve low complexity detection of users symbols. Each user selects a column from
their codebooks, and all the codewords are summed, as shown in Fig. 5.2. The values
of the non-zero elements and their locations in the codebooks can be selected in such

1Orthogonal time slots or frequency bands or codes are referred to as orthogonal resource in the
system.
2Only a few elements in a signal are non-zeros as compared to the total number of elements.
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Fig. 5.1 Data symbol to
codeword mapping

a way that the system performance is optimized. Next section, we briefly summarize
the downlink and the uplink SCMA system model.

5.2.1 Downlink SCMA System

In downlink SCMA, all users’ information is broadcast from the base station to
and each user node receives the sum of all users’ codewords. The received signal
yi = [yi1, . . . , yiK

]
at the ith user can be expressed as (Sharmaet al. 2019a)

yi = diag (hi)

J∑

j=1

√
Pjxj + ni, (5.1)

where hi = [hi1, hi2, . . . , hiK ] is the channel impulse response vector at the ith user
and Pj is the power assigned to the jth user. xj = [xj1, xj2, . . . , xjK ] ∈ C

K is the jth
SCMA codeword and ni is the additive white Gaussian noise (AWGN) at the ith
user and is Gaussian distributed, i.e., ni ∼ CN(0, N0IK ). A downlink J × K SCMA
system is shown in Fig. 5.3. Message passing algorithm (MPA) is employed by each
user to decode the data symbol.

Fig. 5.2 SCMA codebook model for J = 6 and K = 4
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Fig. 5.3 Downlink SCMA system

5.2.1.1 Uplink SCMA System

In uplink SCMA, each user access the respective channel to transmit information
to the base station, as shown in Fig. 5.4. Consider a system involving J users shar-
ing K orthogonal resource elements. Each user has a codebook Xj which contains
M , K-dimensional constellations: Xj = {xj1, xj2, . . . , xjM

}
. In Rayleigh fading, the

received signal y is expressed as

y =
J∑

j=1

√
Pjdiag(hj)xj + n, (5.2)

where hj = [h1j, h2j, . . . , hKj] ∈ C
K is the channel impulse response vector between

the receiver and jth user. The envelope of each hjk , k = 1, 2, . . . , K is Rayleigh
distributed. Pj is the power of the jth user. In uplink SCMA system users’ data
symbol can be decoded jointly using the MPA at the base station.

Fig. 5.4 Uplink SCMA system
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5.2.2 Design and Optimization of SCMA Codebooks

The performance of an SCMA system depends on the codebooks and their assign-
ment to the users. The methods to design optimum codebooks in guaranteed fashion
do not exist in literature. Usually the codebooks are designed using sub-optimal
methods. For example in Zhang et al. (2016), codebooks are designed by optimiz-
ing the single dimensional complex codewords instead using the multidimensional
codewords. Similarly, in Yu et al. (2018), quadrature amplitude modulation and phase
rotation-based codebooks are designed using sub-optimal method.

The codebook design problem can be formulated by maximizing the sum rate of
the users as (Zhang et al. 2016)

Rs ≤ I(y;X1,X2, . . . ,XJ ), (5.3)

where y is the K dimensional received signal vector and I(·) is the mutual information
between the received signal y and multi-user codewords {Xj}j=1J . Therefore, the
codebooks are optimized as

{Xopt
1 ,Xopt

2 , . . . ,Xopt
J } = arg max

Xj

I(y;X1,X2, . . . ,XJ ). (5.4)

Hence, the set of codewords {Xopt
1 ,Xopt

2 , . . . ,Xopt
J } represents the optimal value of

codebooks for which the sum rate of users Rs has the maximum value.

Example In this example, a codebook design method is illustrated for each user
by considering 6 × 4 SCMA system. Codebooks are designed by maximizing the
mutual information between the received signal y and interfering users’ intermingled
data, and the shaping gain of the constellation points (Sharma et al. 2018). Let the
codewords of df users are summed at each resource node for transmission. From
the summed codeword, each user information has to be recovered. The constellation
points must be designed in such a way that the sums are distinct.

Let Y be the received signal over one resource element and S be the sum of the
codewords of df users. The alphabet S for S contains M df distinct sum values and
is denoted by

S = {s1, s2, . . . , sM df

}

where M is the modulation order and {si}M df

i=1 s is the set of distinct sum values. Mutual
information between Y and S is expressed (Sharma et al. 2018) as

Im (Y ; S) = log |S| − 1

|S|
|S|∑

j=1

1

πN0

∫

y∈C

exp

(

−
∥
∥y − sj

∥
∥2

N0

)

× log

[ |S|∑

i=1

exp

(∥∥y − sj

∥∥2 − ‖y − si‖2

N0

)]

dy.

(5.5)
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However, optimization of mutual information Im (Y ; S) is difficult and one can choose
the lower bound of Im (Y ; S) as (Sharma et al. 2018)

IL
m = log |S|−

log

⎡

⎢
⎣1 + 1

|S|
|S|∑

j=1

|S|∑

i=1
i �=j

exp

(
− 1

4N0
||sj − si||2

)
⎤

⎥
⎦ .

(5.6)

Further, the shaping gain of the constellation points is optimized to get an improved
performance of the codebooks. It is widely accepted that a high value of shaping
gain is obtained by adopting a nearly circular constellation boundary. Moreover, the
irregularity in the constellation points tends to increase the diversity, which results
in a higher value of shaping gain (Sharma et al. 2018). The shaping gain of a region
R is expressed as (Forney and Wei 1989)

γs (R) = [V (R)] 2
n

6Eav
(5.7)

where V (R) is the volume of the region R, n is the dimension, and Eav is the average
energy of the constellation points.

The minimum Euclidean distance dmin of the constellation points plays an impor-
tant role in the design of codebooks apart from the shaping gain and mutual infor-
mation. In this example, we considered Euclidean distance as unity. Therefore, a
constraint on the constellation points is imposed as

Eav = 1

M

M∑

m=1

‖xm‖2 = 1.

Therefore, one can jointly optimize mutual information, shaping gain, and the min-
imum Euclidean distance to design codebooks. However, this joint optimization is
difficult and a sub-optimal approach can be employed by optimizing each one of the
objectives separately.

Let M = 4, N = 2, and df = 3. One can select 4-points using pulse amplitude
modulation (PAM) constellation points which are equally spaced in line or space.
These constellation points correspond to the first user and are denoted as U1. U1

points are expressed asU1 = {−1,−0.333, 0.333, 1} and these points are scaled to
get the unit average energy. Points of other two interfering users U2 and U3 are
generated by judiciously rotating the constellation pointsU1. The angles ofU2 and
U3 are generated by maximizing the mutual information and the shaping gain:

{θ�
2 , θ�

3 } = arg max
{θ2,θ3}∈[0 2π)

IL
m (5.8)
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where IL
m is given in (5.6). {θ�

2 , θ�
3 } are generated using (5.8) and then the shaping

gain is optimized by considering the irregularity in the constellations U2 and U3.
Additionally, during optimization, the Euclidean distance among the constellation
points is kept as fixed. The complete codebook from constellation points, U1,U2,
andU3 are distributed over the resources as

I =

⎡

⎢⎢
⎣

U1 0 U2 0 U3 0
0 U2 U3 0 0 U1

U2 0 0 U1 0 U3

0 U1 0 U3 U2 0

⎤

⎥⎥
⎦ ,

where I indicator matrix. The values of optimum angles θ�
2 = 60◦, θ�

3 = 120◦ are
obtained at 10 dB. The generated constellation points are given as

U1 = [−1,−0.333, 0.333, 1]
U2 = [−0.1109 − 0.3i, 0.6 + 1i,−0.6 − 1i, 0.1109 + 0.3i]

U3 = [0.3 − 0.3i,−0.6 + 1i, 0.6 − 1i,−0.3 + .3i].
(5.9)

The codebooks of all users in the 6 × 4 SCMA system are expressed in Table 5.1.

5.2.3 Symbol Detection in SCMA

In this section, the detection of the users (known as multi-user detection (MUD)) is
described. Usually message passing algorithm (MPA) is used for MUD. The MPA
can be best explained graphically in terms of the factor graph. Therefore, first we
explain the factor graph.

5.2.3.1 Factor Graph Representation

The codewords in SCMA are sparse, and only a few components of a codeword are
non-zero. This feature can be specified in terms of a K × J matrix F called the factor
graph matrix. For example, consider F shown in (5.10) for an SCMA system with
J = 6, K = 4, and λ = 150%.

F =

⎡

⎢⎢
⎣

1 0 1 0 1 0
0 1 1 0 0 1
1 0 0 1 0 1
0 1 0 1 1 0

⎤

⎥⎥
⎦ (5.10)

The 1s present in the jth column specify the locations of non-zero components of
the codewords for the jth user. Since, the codewords are sparse, F is also sparse.
The matrix F can also be graphically represented by a factor graph as shown in
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Table 5.1 Designed codebooks of all 6 users

X1 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

⎡

⎢⎢
⎢
⎣

−1

0

−0.1109 − 0.3i

0

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

−0.333

0

0.6 + 1i

0

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

0.333

0

−0.6 − 1i

0

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

1

0

0.1109 + 0.3i

0

⎤

⎥⎥
⎥
⎦

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

⎡
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⎢⎢
⎣

0

−0.1109 − 0.3i

0

−1

⎤

⎥
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⎦

⎡

⎢
⎢⎢
⎣

0

0.6 + 1i

0

−0.333

⎤

⎥
⎥⎥
⎦

⎡

⎢
⎢⎢
⎣

0

−0.6 − 1i

0

0.333

⎤

⎥
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⎢
⎢⎢
⎣

0

0.1109 + 0.3i

0

1
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⎦

⎫
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X3 =
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0

0
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0

0
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0
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0
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Fig. 5.5 Factor graph of six
users (J = 6) and four
resource nodes (K = 4)
where three users connect
with one resource node

Fig. 5.5. Corresponding to each column and each row of F , there is a user node and
a resource node, respectively. And, against a ‘1’ in F , there is an edge between the
corresponding user node and resource node.

5.2.3.2 Detection Using MPA

The MUD for SCMA is a crucial task. The factor graph of the SCMA system is
sparse. Therefore, MUD can be carried out by applying MPA over the sparse graph.
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The MPA and its variants have been extensively used in many applications like
decoding of low-density parity-check (LDPC), detection in multiple-input multiple-
output (MIMO) antenna systems, etc.

In the following, we describe the version of MPA which is used in MUD for
SCMA system. The underlying principle of the MPA is the maximum a posteriori
rule. It is numerically exhaustive to perform the MAP detection for all the users in a
block at one shot. Instead, user-wise MAP detection is carried out. The user-specific
rule is given by

x̂j = arg max
xjm∈Xj

Vj
(
xjm
)

(5.11)

where Xj is the codebook dedicated for the jth user, xjm is the mth codeword of Xj,
and Vj

(
xjm
)

is the a posteriori probability of the jth user’s codeword being xjm given
the received signal y = [y1, y2, . . . , yK ]T with m = 1, 2, . . . , M .

The detection in (5.11) is carried out iteratively by applying MPA. The detection
process can be conveniently visualized graphically in terms of the factor graph as
shown in Fig. 5.6. At the outset, the signals from the channel enter the resource nodes
as shown in Fig. 5.6. Note that unlike the LDPC codes where the user nodes (variable
nodes) receive the channel values, here, the resource nodes (check nodes) receive
the same. Then the user nodes and the resource nodes exchange messages iteratively
to extract the data of different users. The steps for MPA-based MUD are presented
(Sharma et al. 2018) below.

Let U (l)
k→j and V (l)

j→k be the messages sent by the kth resource node to the jth user
node and by the jth user node to the kth resource node, respectively, during the lth iter-
ation. Here, the messages are vectors of length M . The mth components U (l)

k→j

(
xjm
)

and V (l)
j→k

(
xjm
)

correspond to the mth codeword xjm present in the codebook Xj. The
steps of the MPA are outlined below.

1. Initialization: At the beginning, the messages are equally likely. Therefore, set
V (0)

j→k

(
xjm
) = 1/M . Note that in the case of the LDPC codes, the initialization is

done according to the received channel values. Here, since the user nodes do not
receive the signals from the channel, the messages (probability values) from the
user nodes are set uniformly over the all possible symbols.

Fig. 5.6 MPA-based
detection over factor graph
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2. Resource node update: The resource nodes receive the output signals y from the
channel. The messages from the resource nodes are updated as follows:

U (l)
k→j(xjm) =

∑

c∈Ckj

1

πN0
exp

[
− 1

N0
|yk −√Pjhkjxjmk

−
∑

j′∈Mj
k

√
Pj′hkicj′k |2]

∏

j′∈Mj
k

V (l−1)

j′→k

(
cj′
) (5.12)

where,

• Mk is the set of the user nodes connected to the kth resource node andMj
k =

Mk \ {j}.
• Suppose Mj

k = {j1, j2, . . . , jdf −1
}
. Then, Ckj is the Cartesian product of the

codebooks as defined below:

Ckj = Xj1 × Xj2 × · · · × Xjdf −1 .

• c =
(

cj1 , cj2 , . . . , cjdf −1

)
is a member of Ckj and cj′ = (cj′1, cj′2, . . . , cj′K

)
.

• xjm = (xjm1, xjm2, . . . , xjmK
)
.

The step in (5.12) is known as the sum-product rule. The AWGN channel model
is assumed.

3. User node update: The messages from the user nodes are updated as follows:

V (l)
j→k

(
xjm
) =
∏

k ′∈Nk
j

U (l)
k ′→j(xjm) (5.13)

where Nj is the set of the resource nodes connected to the jth user node and
Nk

j = Nj \ {k}.
4. Stopping rule: If the messages get converged or the maximum number of iterations

κ is exhausted, then stop and proceed for decision making in Step (5). Otherwise,
set l = l + 1 and go to Step (2).

5. Decision: Compute
Vj
(
xjm
) =
∏

k∈Nj

U (l)
k→j(xjm). (5.14)

The estimates of the transmitted codewords are found as follows:

x̂j = arg max
xjm∈Xj

Vj
(
xjm
)
.

The probability-domain MPA is usually numerically unstable. Therefore, the mes-
sages must be normalized in each iteration.
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5.2.4 Example

Now we give a complete example of the SCMA system. We explain the procedure
for SCMA encoding and detection. Suppose, the codebooks shown in Table 5.2 are
considered.

Consider the following data symbols for the 6 users: (2, 2, 1, 1, 3, 4). Then, the
set of the codewords chosen for transmission can be presented as shown below:

( −0.4022 0 −0.7247 − 1.2078i 0 0.7247 − 1.2078i 0
0 0.7247 + 1.2078i 0.3623 − 0.3623i 0 0 1.2078

0.7247 + 1.2078i 0 0 −1.2078 0 −0.3623 + 0.3623i
0 −0.4022 0 0.3623 − 0.3623i 0.1339 + 0.3623i 0

)

In the above, the ith column of the matrix represents the codeword transmitted by
the ith user. Note that here the number of resources is K = 4 and therefore the length
of each codeword is also 4. The sum of the superimposed codewords is given by:

Table 5.2 Codebooks of 6 users

X1 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

⎡

⎢
⎢⎢
⎣

−1.2078

0

−0.1339 − 0.3623i

0

⎤

⎥
⎥⎥
⎦

⎡

⎢
⎢⎢
⎣

−0.4022

0

0.7247 + 1.2078i

0

⎤

⎥
⎥⎥
⎦

⎡

⎢
⎢⎢
⎣

0.4022

0

−0.7247 − 1.2078i

0

⎤

⎥
⎥⎥
⎦

⎡

⎢
⎢⎢
⎣

1.2078

0

0.1339 + 0.3623i

0

⎤

⎥
⎥⎥
⎦

⎫
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⎪⎪⎪⎭
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r =

⎛

⎜⎜
⎝

−0.4022 − 2.4156i
2.2948 + 0.8454i

−0.8454 + 1.5701i
0.0941 + 0.0000i

⎞

⎟⎟
⎠ .

We consider a simple complex AWGN channel model. Suppose, the AWGN noise
samples at Eb

N0
= 3 dB are given by:

n =

⎛

⎜⎜
⎝

0.0018 − 1.2008i
1.2143 + 0.4227i
0.3323 + 0.4232i
0.1488 − 0.6993i

⎞

⎟⎟
⎠

Then the 4-dimensional received signal y = r + n becomes

y =

⎛

⎜⎜
⎝

−0.4004 − 3.6164i
3.5091 + 1.2681i

−0.5132 + 1.9933i
0.2428 − 0.6993i

⎞

⎟⎟
⎠

Given this value of y, the individual user’s data symbol is to be estimated now. For
that we consider the probability-domain MPA described in Sect. 5.2.3.2. In the MPA-
based SCMA detection process, the messages are vectors of length M (in this case
M = 4). There is no exchange of messages between a user node and a resource node if
they are not connected through an edge. The vector messages for a particular direction
in the entire factor graph can be stored in a matrix of size KM × J . First, the messages
from the user nodes are initialized equally likely as described in Sect. 5.2.3.2. These
initialized messages are stored in the matrix V as shown below.

V =

⎛

⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜
⎝

0.25 0 0.25 0 0.25 0
0.25 0 0.25 0 0.25 0
0.25 0 0.25 0 0.25 0
0.25 0 0.25 0 0.25 0

0 0.25 0.25 0 0 0.25
0 0.25 0.25 0 0 0.25
0 0.25 0.25 0 0 0.25
0 0.25 0.25 0 0 0.25

0.25 0 0 0.25 0 0.25
0.25 0 0 0.25 0 0.25
0.25 0 0 0.25 0 0.25
0.25 0 0 0.25 0 0.25

0 0.25 0 0.25 0.25 0
0 0.25 0 0.25 0.25 0
0 0.25 0 0.25 0.25 0
0 0.25 0 0.25 0.25 0

⎞

⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟
⎠

(5.15)
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Observe from (5.15) that V contains K = 4 blocks of rows of size M = 4. The num-
ber of columns is J = 6. After the initialization step, the messages from the resource
nodes are updated according to (5.12). These messages are stored in a matrix U as
shown below:

U =

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝

0.1764 0 0.9962 0 0.0042 0
0.6415 0 0.0038 0 0.0000 0
0.1784 0 0.0000 0 0.9958 0
0.0038 0 0.0000 0 0.0000 0

0 0.0000 0.7860 0 0 0.0000
0 0.9986 0.0000 0 0 0.0000
0 0.0000 0.2042 0 0 0.0079
0 0.0014 0.0098 0 0 0.9921

0.0328 0 0 0.2660 0 0.0168
0.6324 0 0 0.4763 0 0.6641
0.0002 0 0 0.2362 0 0.0000
0.3347 0 0 0.0215 0 0.3191

0 0.1512 0 0.3688 0.2511 0
0 0.3453 0 0.0387 0.3669 0
0 0.2673 0 0.3406 0.3087 0
0 0.2362 0 0.2519 0.0733 0

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠

(5.16)

In order to demonstrate the resource node update, we consider the calculation of
U1→1(1) during the first iteration. Note that the 1st resource node is connected to
user nodes 1, 3, and 5. Since we are calculating the 1st component of U1→1, the data
symbol v1 for the 1st user node is fixed at 1. There are M df −1 = 42 = 16 different
combinations for v3 and v5. Table 5.3 shows the detailed calculation for each of the
combinations.

As an example, consider the computation of the combination corresponding to
v1 = 1, v3 = 2, v5 = 3. Here, x111 = −1.2078, c32 = −0.1339 − 0.3623i, and c53 =
0.7247 − 1.2078i. At Eb

N0
= 3dB, we have N0 = 0.5012. With these values, the term

is computed as:

term = 1

πN0
exp

[
− 1

N0
|y1 − x111 − c32 − c53|2

]
× V3→1(2) × V5→1(3)

= 1

0.5π
exp

[
− 1

0.5
|−0.4 − 3.6i + 1.2 + 0.1 + 0.36i − 0.7 + 1.2i|2

]
(0.25)2

= 8.5e−6

Finally, the terms corresponding to all the combinations are summed up to pro-
duce U1→1(1) = 6.2e − 4. The values of U1→1(2), U1→1(3), and U1→1(4) are
0.0022, 6.2471e − 4 and 1.33e − 5, respectively. These components are normalized
so that we have U1→1 = [0.1764, 0.6415, 0.1784, 0.0038]T .
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Table 5.3 Computation of U1→1(1): A total of 16 terms/combinations in the sum

v1 v3 v5 Term

1 1 1 6.1e−7

1 1 2 7.1e−18

1 1 3 6.1e−4

1 1 4 6.9e−12

1 2 1 1.2e−9

1 2 2 8.8e−22

1 2 3 8.5e−6

1 2 4 6.2e−15

1 3 1 1.5e−13

1 3 2 3.9e−27

1 3 3 8.8e−9

1 3 4 2.2e−19

1 4 1 1.9e−19

1 4 2 3.2e−34

1 4 3 8.1e−14

1 4 4 1.3e−25

U1→1(1) (sum) 6.2e−4

After the computation of all the messages from the resource nodes, the messages
from the user nodes are updated according to (5.13). These messages are shown
below:

V =

⎛

⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎝

0.0328 0 0.7860 0 0.2511 0
0.6324 0 0.0000 0 0.3669 0
0.0002 0 0.2042 0 0.3087 0
0.3347 0 0.0098 0 0.0733 0

0 0.1512 0.9962 0 0 0.0168
0 0.3453 0.0038 0 0 0.6641
0 0.2673 0 0 0 0
0 0.2362 0.0000 0 0 0.3191

0.1764 0 0 0.3688 0 0
0.6415 0 0 0.0387 0 0
0.1784 0 0 0.3406 0 0.0079
0.0038 0 0 0.2519 0 0.9921

0 0 0 0.2660 0.0042 0
0 0.9986 0 0.4763 0 0
0 0 0 0.2362 0.9958 0
0 0.0014 0 0.0215 0 0

⎞

⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎠

Then the a posteriori probability vectors are updated as per (5.14). These values are
shown below:
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Vposterior =

⎛

⎜⎜
⎝

0.0058 0.0000 0.7830 0.0981 0.0010 0.0000
0.4056 0.3448 0.0000 0.0184 0.0000 0.0000
0.0000 0.0000 0.0000 0.0804 0.3074 0.0000
0.0013 0.0003 0.0000 0.0054 0.0000 0.3166

⎞

⎟⎟
⎠

Then by identifying the indices of the maximum component in the columns, the
user’s symbols are estimated as 2, 2, 1, 1, 3, 4. Note that the normalization must be
applied only to U and V as these will be used further in the next round of iterations.
Usually there is no concrete stopping rule as in the case of LDPC codes where a zero
syndrome vector terminates the iterations. Instead, here, the algorithm is stopped
when there is no significant changes in Vposterior or the maximum number of iterations
are exhausted.

5.2.5 Numerical Results and Discussions

In this section, the numerical results are shown for an SCMA system.
In Fig. 5.7, average SER performance of SCMA system is shown. We consider

SCMA system performance using various codebooks for comparison in Fig. 5.7.
Further, in Fig. 5.7 the SCMA system’s SER performance for nine users (J = 9) and
six resource elements (K = 6) over AWGN channel is considered. Therefore, SCMA
system’s performance depends on the design of codebooks of each user as observed
in Fig. 5.7. The gain using the codebook in Sharma et al. (2018) is around 1 dB as
observed in Fig. 5.7.
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10−1

100

SNR (dB)

SE
R

Sharma [6]

Zhang [4]

Yu [5]

Nikopour, [3]

Fig. 5.7 BER performance of the SCMA system using various codebooks for J = 9 and K = 6
(overloading factor λ = 150% ) in AWGN channel
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Fig. 5.8 BER performance of the SCMA system using various J and K in AWGN channel

Further, 6 × 4, 8 × 4, and 9 × 6 SCMA system’s SER performance is shown in
Fig. 5.8 over AWGN channel. 8 × 4 SCMA system has worst performance due to
high overloading factor as compared to 6 × 4 and 9 × 6 SCMA systems. Further,
9 × 6 SCMA system has better performance than the 6 × 4 due to less symbol colli-
sions among the users. Furthermore, same results are observed over Rayleigh fading
channel in Fig. 5.9.

5.3 Hybrid Multiple Access-Based System Design

In this section, we discuss a hybrid multiple access (HMA) approach to further
enhance the spectral efficiency of next-generation wireless network. In real scenario,
users’ distribution around the base station is uniform. Further, based on users’ channel
gain, users are grouped into near users (NU) and far users (FU) in a cell. FU have
higher pathless than NU in system. Furthermore, the difference can also be possible
between the number of FU (more) and the NU (less) in a system due to a higher area of
peripheral than the near area of a base station. Therefore, a conventional PD-NOMA
approach is not optimal for pairing all the FU and NU in a cell. Since, some FU are left
after NU and FU pairing, as shown in Fig. 5.11. Further, the SCMA-based method
to connect all the users to a base station is not optimal since it requires multiple
SCMA group, where each SCMA group uses orthogonal resources. Therefore, a
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Fig. 5.9 BER performance of the SCMA system using various J and K in Rayleigh channel

HMA scheme is considered to connect all the users in a system using minimum
number of resources.

In HMAS, users are divided into multiple groups based on their channel gain
difference. For example, in a downlink scenario, users are partitioned into two groups,
say Group-1 and Group-2, as shown in Fig. 5.11. Group-1 and Group-2 are near and
far to a base station and is referred to as near group (or strong group) and far group (or
weak group), respectively. Let J1 and J2 users in Group-1 and Group-2, respectively.

The strong and the weak users in HMA-based system are denoted by {s1, s2, . . . ,

sJ1} and {w1, w2, . . . , wJ2}, respectively. Let
{
hs

i

}J1

i=1 and
{

hw
j

}J2

j=1
denote the channel

impulse response vectors experienced by the strong and the weak users, respectively.
Therefore, J1 × K and J2 × K SCMA systems for Group 1 based on a codebook
C1 and Group 2, based on a codebook C2, are considered, respectively. Let xs

i ∈ C1

and xw
j ∈ C2 denote the codewords for the ith strong user and the jth weak user,

respectively. The superimposed codewords of all users at the transmitter are written
as:

x =
J1∑

i=1

√
Ps

i xs
i +

J2∑

j=1

√
Pw

j xw
j

where Ps
i and Pw

j denote the powers assigned to the ith strong and jth weak user,
respectively. The received signal vectors at the strong and the weak users are given
by
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Fig. 5.10 Detection at the location of the strong/near users (Sharmaet al. 2019a)

ys
i = diag

(
hs

i

)
x + ns

i , i = 1, 2, . . . J1 and

yw
j = diag

(
hw

j

)
x + nw

j , j = 1, 2, . . . J2
(5.17)

respectively.
MPA detector for the users in Group 1 operates over the factor graph corresponding

to the codebookC1. Such an MPA detector is denoted by MPAD1. Similarly, the MPA
detector for Group 2 users is referred to as MPAD2. First, the detection of the strong
users is explained. The detection of the ith strong user si is illustrated in Fig. 5.10.
The SIC of the far users is performed before extracting the data of si. First, with ys

i as

input, MPAD2 produces the estimated codewords
{

x̂wi
j

}J2

j=1
. Here, the superscript ‘i’

signifies that the detection process is carried out by the ith receiver at the location of
si. These estimates are used only for detecting the data of si. The weak users’ signal
is recreated and the interference-canceled received signal is obtained as

ys
i,SIC = ys

i −
J2∑

j=1

diag
(

hw
j

)√
Pw

j x̂wi
j .

Using ys
i,SIC as the input, the MPA detector MPAD1 estimates the data of

{
s1, . . . , sJ1

}
.

From these, the estimate for only si is considered while ignoring the rest.
The detection of the weak users is carried out similarly as in the conventional

downlink SCMA system. Observe that, in the proposed system, the overloading
factor is increased from λ = Jc

K to λproposed = J1+J2
K where Jc is the number of users

in a conventional SCMA system.
HMAS-based system’s average SER performance is shown in Fig. 5.12 with

conventional SCMA and PD-NOMA-based systems’ performance. HMA and PD-
NOMA-based system involve detection based on SIC principle, which suffers from
error propagation. Therefore, these systems are outperformed by the purely SCMA-
based systems,which involve powerful MPA detection. HMA-based system has better
performance than conventional PD-NOMA or SCMA system with a higher overload-
ing factor as observed in Fig. 5.12.
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Fig. 5.11 Hybrid multiple access system
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Fig. 5.12 SER over Rayleigh channel

5.3.1 Future Research Direction

SCMA and HMA schemes can be used to improve the spectral efficiency of 5G
and beyond networks. However, some design and implementation issues have to be
solved for practical implementation of SCMA and HMA schemes such as follows:

• SCMA or HMA-based system’s performance depends on the codebooks assigned
to the each user. Therefore, an efficient and universal method of codebooks
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design is essential. However, currently, codebooks are designed using sub-optimal
approaches and also this design depends on the overloading factor in the system.

• In general, MPA-based detection algorithms are used in SCMA or HMA. How-
ever, MPA has higher complexity for higher modulation order size and/or resource
degree of each node in factor graph. Therefore, some simple algorithms are essen-
tial for practical implementation of SCMA-based system at higher data rate.

• An optimal power allocation scheme is also required to split the total power among
the groups in HMA-based system. Since the total sum rate of HMA system can
be enhanced using optimal power allocation.

• In practice, the perfect channel information is not available at receiver. Therefore,
effect of imperfect channel should be analyzed in SCMA or HMA-based system
for detection and estimation.

• Further, massive multi-input and multi-output (MIMO) will be an integral part of
5G and beyond wireless network. Therefore, SCMA and HMA methods should
be analyzed with massive MIMO system.
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Chapter 6
Implementation of a Non-orthogonal
Multiple Access Scheme Under
Practical Impairments

Tu-Trinh Thi Nguyen, Chi-Bao Le, and Dinh-Thuan Do

Abstract This paper presents a practical scenario of non-orthogonal multiple access
(NOMA) networks. In particular, a two-way NOMA network with hardware impair-
ments is analyzed. To facilitate the system performance analysis, closed-from expres-
sions are derived for the outage probability and throughput. Furthermore, to provide
insights of performance, an asymptotic expression is introduced for the case of high
SNR and then limitation of the system under hardware impairments is determined.
Since successive interference cancelation (SIC) is adopted at each receiver, SIC
affects the detection performance. As such, we consider both imperfect SIC (ipSIC)
and perfect SIC cases. In addition, and we further compare system performance of
NOMA with traditional orthogonal multiple access (OMA). Finally, to verify the
analytical results Monte Carlo simulations presented.

Keywords Outage probability · Imperfect/perfect successive interference
cancellation · Non-orthogonal multiple access · Impairments

6.1 Introduction

To support the high data rate wireless communications, non-orthogonal multiple
access (NOMA) has been highly suggested as potential access technology applied
in the fifth-generation (5G) communications systems (Ding et al. 2017; Nguyen
and Do 2018). The main advantages of NOMA with respective to higher spectral
efficiency can be obtained by employing at the transmitters and the receivers with
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the superposition coding and successive interference cancelation (SIC), respectively
(Do et al. 2019; Do and Le 2018; Song et al. 2017). In particular, SIC is deployed to
eliminate interference among multiple users (Zhang et al. 2017a). They confirmed
that NOMA can offer a significant development in terms of spectrum effectiveness
(Zhang et al. 2017a). The multi-user NOMA system employing SIC receivers is intro-
duced in many research activities to examine the performance of wireless systems.
In addition, a randomly located user is considered as recent research in Ding et al.
(2016) and Islam and Kwak (2016) to evaluate the outage performance by deploying
the order statistic methodology for consideration on the downlink NOMA scenario.
Regarding the decoding order, the instantaneous channel state information (CSI) is
required at the base station (BS), but it costs extra overhead for CSI. The authors
in Shi et al. (2016) studied the optimal power distributed feature and then the opti-
mal decoding order is evaluated with statistical CSI to satisfy the outage of system
over independent identical distributed (i.i.d.) channels. To consider uplink scenario
with two NOMA users, the closed-form expressions of the outage probability are
derived as in Zhang et al. (2016). To analyze the mean coverage probability, the
authors in Tabassum et al. (2017) studied multi-cell uplink scenario. However, CSI
is often assumed to simpler analysis, i.e., perfect knowledge of CSI is prior known at
receivers. Practically, although high accuracy channel estimation is employed, then
it is hard to achieve the perfect CSI. Therefore, such a imperfect CSI results in the
channel estimation error together with significant overhead consuming in considered
systems (Yang et al. 2018). Recently, a downlink NOMA system is studied in terms
of the outage probability in case of imperfect CSI as in Yang et al. (2016), where
interference is considered as the channel estimation error.

Recently, two-way relaying is considered as a promising technique to allow the
base station process multiple signals at both uplink and downlink as in Nguyen and
Do (2017). The frequency efficiency is proved that as benefit from two-way relay-
ing (Do and Nguyen 2016; Do 2015; Studer et al. 2010). The fundamental idea of
two-way systems is employing the assistance of a relay to exchange information
between the two receivers at both directions. As report from Yue et al. (2018), the
application of two-way scheme to NOMA is proposed to improve the spectral effi-
ciency in a promising approach systems under full-duplex scenario. A trusted relay
is implemented in the presence of an eavesdropper in order to exchange their NOMA
signals in two-way methodology (Zheng et al. 2018). The authors presented perfor-
mance analysis in terms of outage probability and ergodic rate and these expressed
is provided and validated completely (Zheng et al. 2018). In other work, the authors
in Wang et al. (2019) considered system where the full-duplex two-way NOMA
systems is explored by introducing the closed-form expressions of various metrics
such as diversity orders, outage probabilities, ergodic rates and system through-
put. By assuming of imperfect self-interference cancelation, they derived these per-
formance evaluations including both delay-limited and delay-tolerant transmission
modes (Wang et al. 2019). To address further problems, the authors of Zheng et al.
(2017b) and Wei et al. (2019) have studied full-duplex two-way NOMA systems. A
successive group decoding scheme and a rate splitting strategy were implemented in
full-duplex two-way NOMA network (Zheng et al. 2017b). A hybrid design of a two-
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way relaying system (namely Hybrid-TWRS) is proposed by combining NOMA and
network coding (Wei et al. 2019). Moreover, on the condition of perfect SIC (pSIC)
and perfect hardware, the above existing contributions considered about full-duplex
two-way NOMA systems. In practical scenarios, when NOMA requires deployment
of SIC, several potential implementation issues exist such as complexity scaling and
error propagation (Yue et al. 2018). More precisely, errors in decoding are related to
these unfavorable factors. To study imperfect SIC in such NOMA systems, model
of the residual interference signal (IS) is assumed. It is necessary to examine how
imperfect SIC (ipSIC) make influences on two-way NOMA systems. However, the
situation of ipSIC of NOMA is not included in both Zheng et al. (2017b) and Wei
et al. (2019).

Furthermore, these considered wireless networks owing to the limitation of hard-
ware design, in practice, the transceivers often undergo from several impairments
including phase noise, I/Q imbalance and high power amplifier (HPA) non-linearity
(Do 2015; Studer et al. 2010). Bjornson et al. (2013) presented the above factors and
proposed a general hardware impairments model to exhibit system performance. In
practical scenario, it is necessary to study the impact of hardware impairment on the
NOMA network. This motivated us to consider impact of hardware impairment in
two-way NOMA case.

In order to examine on degraded performance of the considered NOMA under the
effects of hardware impairments, we need to evaluate system performance including
the outage probability (OP) and throughput. We can summarize main contributions
of this work as follows:

• We study two-way NOMA (TWR-NOMA)-based systems over Rayleigh fading
channels. We then derive expressions of OP based on achievable SINR in the
presence of hardware impairments.

• The closed-form expressions of OP with imperfect SIC are explored to provide a
benchmark for comparison with traditional NOMA system with perfect SIC.

• Both OMA and NOMA are examined performance to show performance gap
among two considered signals transmitting from the sources.

• To corroborate the derived exact and asymptotic expressions, we provide Monte
Carlo simulation results for the proposed system.

The remainder of this book chapter is organized as follows: Section 6.2 presents
the system model of the considered TWR-NOMA system and derives the SNR for
several scenarios to detect signal. Two main metrics, including the outage and the
throughput of such TWR-NOMA system experiencing hardware impairments, are
derived in Sect. 6.3. Section 6.4 introduces system performance corresponding to
OMA case. To examine and check exactness of each considered scenario along
with insights, the detail numerical results and additional discussions are delivered in
Sect. 6.5. Finally, closing clarifications are specified in Sect.6.6.
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6.2 System Model

This study considers two-way relay NOMA in which one relay helps data com-
munication between pair of NOMA users, as illustration in Fig. 6.1. To facilitate
NOMA transmission in two group of users: G1 = {U1, U2} and G2 = {U3, U4}. The
communications of the two groups need a relay which employs decode-and-forward
(DF) mode, and hence two antennas are facilitated at relay. As shown in Fig. 6.1, the
nearby users are denoted by U1 and U3 while U2 and U4 stand for the distant users.
All the wireless channels are assumed that experience to be independent quasi-static
block Rayleigh fading channels. It is assumed that the channels from user nodes to R
and the channels from R to user nodes are reciprocal.Furthermore, h1, h2, h3 and h4

are denoted as the complex channel coefficient of U1 → BS, U2 → BS, U3 → BS
and U4 → BS link, respectively. The channel power gains |h1|2, |h2|2, |h3|2, |h4|2 are
characterized to be exponentially distributed random variables (RVs) with the param-
eters �i, i = 1, 2, 3, 4. The noise terms are denoted as additive white Gaussian noise
(AWGN) and its mean power is denoted by N0.

During the first slot, in the uplink side, two users in the left side transmit signals
to relay R. In the same time, R receives signal from the right group. Therefore,
interference signals from the pair of users in the second group occur. In particular,
the received signal relay R is given by

yRX1
= h1

√
γ1P (x1 + κ) + h2

√
γ2P (x2 + κ)

+ h3

√
θ1γ3P (x3 + κ) + h4

√
θ2γ4P (x4 + κ) + ηRX1

,
(6.1)

USER 1

USER 2

USER 3

USER 4

Relay

Fig. 6.1 System model of two-way NOMA systems
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where θ1, θ2 ∈ [0, 1] represent the impact levels of self-interference at R. We denote
P as the transmit power at NOMA user. We denote xp, xn and xq, xm are the signals

of U1, U2 and U3, U4, respectively. It is assumed that E
{

x2
p

}
= E

{
x2

n

} = E
{

x2
q

}
=

E
{
x2

m

} = 1. To serve NOMA users, γp, γn and γq, γm stand for the corresponding
power allocation factors. As required constraint, we have γn > γp, γm > γq and γp +
γn = 1, γq + γm = 1 they adapt to γp + γn = 1, γq + γm = 1. The optimal power
allocation factors is beyond the scope of this paper. Here, ηRXj

stands for the Gaussian
noise term at relay. The hardware impairment included aggregate distortion noise

of the A → B link. In addition, κ
�=

√
κ2

A + κ2
B is the aggregate level of residual

hardware impairment (RHI) of the A → B link, where κA and κB denote the levels of
hardware impairments in node A and node B, respectively. As such, the impairment
levels of users are assumed the same. Note that these parameters, i.e., κA, κB ≥ 0 are
measured as error vector magnitudes (EVMs). Similar interference situation occurs
when R receives signal from the right group. In this case, interference signals are
departed from the pair of users in the left group. In this case, the received signal at
R is given by

yRX2
= hq

√
γqP

(
xq + κ

) + hm

√
γmP (xm + κ)

+ hp

√
θ1γpP

(
xp + κ

) + hn

√
θ1γnP (xn + κ) + ηRX2

.
(6.2)

To simplify in computation, we denote ρ = P
/

N0 as the transmit signal-to-noise
ratio (SNR). The received signal to interference plus noise ratio (SINR) at R to detect
xp:

γ r
xp

= γpρ
∣∣hp

∣∣2

(ϑ − 1) γpρ
∣∣hp

∣∣2 + γnρϑ |hn|2 + β1 + 1
, (6.3)

where (p, q) ∈ {(1, 3) , (3, 1)}, (n, m) ∈ {(2, 4) , (4, 2)} and β1 = θ1γqρϑ
∣∣hq

∣∣2 +
θ1γmρϑ |hm|2. Here we denote ϑ = 1 + κ2. The received signal to interference plus
noise ratio (SINR) at R to detect xn

γ r
xn

= γnρ|hn|2
υρ|g|2 + (ϑ − 1) γnρ|hn|2 + β2 + 1

, (6.4)

where β2 = θ1γqρϑ
∣∣hq

∣∣2 + θ1γmρϑ |hm|2.
It worth noting that pSIC and ipSIC scenarios can be defined by υ = 0: pSIC and

υ = 1: ipSIC. The SINR at Uq to detect xn is expressed by

γ d
q→xn

= λnρ
∣∣hq

∣∣2

λnρ (ϑ − 1)
∣∣hq

∣∣2 + ϑλpρ
∣∣hq

∣∣2 + θ2ϑρ
∣∣hq

∣∣2 + 1
, (6.5)
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The SINR at Uq to detect xp is given by

γ d
q→xp

= λpρ
∣∣hq

∣∣2

υρ|g|2 + λpρ (ϑ − 1)
∣∣hq

∣∣2 + θ2ϑρ
∣∣hq

∣∣2 + 1
. (6.6)

We further achieve the SINR at Um to detect xn as

γ d
m→xn

= λnρ|hm|2
λnρ (ϑ − 1) |hm|2 + ϑλpρ|hm|2 + θ2ϑρ|hm|2 + 1

, (6.7)

where δth
1 = 22rp − 1, δth

2 = 22rn − 1 with rp is denoted as the target rate at D3 to
detect xp, rn being the target rate at D3 to detect xn.

6.3 System Performance Analysis: Outage Performance
of NOMA Users’ Signals

6.3.1 Outage Probability of xp

To evaluate performance of such TWR-NOMA system, the metric of OP for xp with
ipSIC can be given by

PipSIC
xp

= 1 − Pr
(
γ r

xp
≥ δth

1

)
× Pr

(
γ d

q→xn
≥ δth

2 , γ d
q→xp

≥ δth
1

)
, (6.8)

where δth
1 = 22rp − 1, δth

2 = 22rn − 1.
In case of υ = 1, the outage probability of xp can be further given by

PipSIC
xp

= 1 − Pr

(
γpρ

∣∣hp

∣∣2

(ϑ − 1) γpρ
∣∣hp

∣∣2 + γnρϑ |hn|2 + β1 + 1
> δth

1

)

︸ ︷︷ ︸
�=ϕ1

× Pr

⎛

⎜
⎝

λnρ|hq|2

λnρ(ϑ−1)|hq|2+ϑλpρ|hq|2+θ2ϑρ|hq|2+1
> δth

2 ,

λpρ|hq|2

υρ|g|2+λpρ(ϑ−1)|hq|2+θ2ϑρ|hq|2+1
> δth

1

⎞

⎟
⎠

︸ ︷︷ ︸
�=ϕ2

(6.9)
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Proposition 1 The closed-form of outage probability for signal xp in ipSIC case is
given by

PipSIC
xp

= 1 − ϕ1 × ϕ2

= 1 − exp

(
− ω

�p

) 3∏

i=1

λi

(
ε1�p

�pλ1 + ω
− ε2�p

�pλ2 + ω
+ ε3�p

�pλ3 + ω

)

×
(

exp

(
−�3

�q

)
− 1

�q
�−1

4 exp

((
υρ�q

δth
1

�2

)−1
)

exp (−�4�3)

)

,

(6.10)

where �1
�= ρ

(
λn − δth

2

(
λn (ϑ − 1) + ϑλp + θ2ϑ

))
, �2

�= ρ
(
λp − (

λp (ϑ − 1) − θ2ϑ
))

,

�3
�= max

(
δth

2
�1

,
δth

1
�2

)
, �4 = 1

υρ�q
δth
1

�2

+ 1
�q

.

Proof See in Appendix.
Based on Eq. (6.10), the OP of xp for TWR-NOMA with pSIC for the special case

υ = 0 is formulated by

PpSIC
xp

= 1 − exp

(
− ω

�p
− �3

�q

) 3∏

i=1

λi

(
ε1�p

�pλ1 + ω
− ε2�p

�pλ2 + ω
+ ε3�p

�pλ3 + ω

)
.

(6.11)

6.3.2 Outage Probability of xn

The OP in this case occurs in the following cases. The case is that R can first decode
the information xp and then detect xn. We also consider the case that either of D3 and
D4 can detect xn successfully. The OP of xn is computed by

PipSIC
xn

= 1 − Pr
(
γ r

xn
≥ δth

2 , γ r
xp

≥ δth
1

)

× Pr
(
γ d

q→xn
≥ δth

2

)
× Pr

(
γ d

m→xn
≥ δth

2

)
.

(6.12)

Substituting (6.3), (6.4), (6.5), (6.7) into Eq. (6.12), the OP of xn is expressed as
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PipSIC
xn

= 1 − Pr

⎛

⎝
γnρ|hn|2

υρ|g|2+(ϑ−1)γnρ|hn|2+β2+1
≥ δth

2 ,

γpρ|hp|2

(ϑ−1)γpρ|hp|2+γnρϑ |hn|2+β1+1
≥ δth

1

⎞

⎠

︸ ︷︷ ︸
�=�1

× Pr

(
λnρ

∣∣hq

∣∣2

λnρ (ϑ − 1)
∣∣hq

∣∣2 + ϑλpρ
∣∣hq

∣∣2 + θ2ϑρ
∣∣hq

∣∣2 + 1
≥ δth

2

)

︸ ︷︷ ︸
�=�2

× Pr

(
λnρ|hm|2

λnρ (ϑ − 1) |hm|2 + ϑλpρ|hm|2 + θ2ϑρ|hm|2 + 1
≥ δth

2

)

︸ ︷︷ ︸
�=�3

.

(6.13)

To calculate the probability �1 in Eq. (6.13), let u
�= θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ |hm|2.
After some variable substitutions and manipulations, it can be shown that

�1 = Pr

⎛

⎝
γnρ|hn|2

υρ|g|2+(ϑ−1)γnρ|hn|2+β2+1
≥ δth

2 ,

γpρ|hp|2

(ϑ−1)γpρ|hp|2+γnρϑ |hn|2+β1+1
≥ δth

1

⎞

⎠

= Pr

⎛

⎜⎜⎜⎜⎜⎜
⎝

|hn|2 ≥ δth
2

ρ(γn−δth
2 (ϑ−1)γn)

×
(
υρ|g|2 + θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ |hm|2 + 1
)

,
∣∣hp

∣∣2 ≥ δth
1

ρ(γp−(ϑ−1)γpδ
th
1 )

×
(
γnρϑ |hn|2 + θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ |hm|2 + 1
)

⎞

⎟⎟⎟⎟⎟⎟
⎠

= Pr
(
|hn|2 ≥ τ1

(
υρ|g|2 + u + 1

)
,
∣∣hp

∣∣2 ≥ τ2
(
γnρϑ |hn|2 + u + 1

))
.

(6.14)

Then, it is rewritten by

�1 = 1

ϕn�n

∞∫

0

∞∫

0

exp

(
−τ2 (u + 1)

�p

)
fu (u)

× exp (−τ1 (υρy + u + 1) ϕn) f|g|2 (y) dydu

= 1

ϕn�n (1 + υρτ1ϕn�I )
exp

(
− τ2

�p
− τ1ϕn

)

×
∞∫

0

exp

(

−
(
τ2 + τ1ϕn�p

)
u

�p

)

fu (u)du

= �1 exp

(
− τ2

�p
− τ1ϕn

) 2∏

i=1

λ′ (�2 − �3) ,

(6.15)
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where τ1 = δth
2

ρ(γn−δth
2 (ϑ−1)γn)

, u
�= θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ |hm|2, τ2 = δth
1

ρ(γp−(ϑ−1)γpδ
th
1 )

,

ϕn = �p+γnρϑτ2�n

�p�n
,∇ = 1

θ1γqρϑ
, fu (u) =

2∏

i=1
λ′

i

(
∇

(
e
− ∇u

γq�q

γq�q−γm�m
− e

− ∇u
γm�m

γm�m−γq�q

))
,�1 =

∇
ϕn�n(1+υρτ1ϕn�I )(γm�m−γq�q)

,�2 = γq�p�q

τ2γq�q+τ1ϕn�pγq�q+�p∇ ,�3 = γm�p�m

τ2γm�m+τ1γmϕn�p�m+�p∇
and λ′ = 1

λnρ(ϑ−1)
.

We continue compute the remaining component as below

�2 = Pr

(
λnρ

∣∣hq

∣∣2

λnρ (ϑ − 1)
∣∣hq

∣∣2 + ϑλpρ
∣∣hq

∣∣2 + θ2ϑρ
∣∣hq

∣∣2 + 1
≥ δth

2

)

= Pr

(
∣∣hq

∣∣2 ≥ δth
2

ρ
(
λn − δth

2

(
λn (ϑ − 1) + ϑλp + θ2ϑ

))

)

= exp

(
− δth

2

ϑ1 × �q

)
,

(6.16)

and

�3 = Pr

(
λnρ|hm|2

λnρ (ϑ − 1) |hm|2 + ϑλpρ|hm|2 + θ2ϑρ|hm|2 + 1
≥ δth

2

)

= Pr

(

|hm|2 ≥ δth
2

ρ
(
λn − δth

2

(
λn (ϑ − 1) + ϑλp + θ2ϑ

))

)

= exp

(
− δth

2

ϑ1 × �m

)
,

(6.17)

where ϑ1
�= ρ

(
λn − δth

2

(
λn (ϑ − 1) + ϑλp + θ2ϑ

))
with λn > δth

2

(
λn (ϑ − 1) +

ϑλp + θ2ϑ
)
. In case of υ = 1, combining Eq. (6.15), (6.16) and (6.17), we have

the closed-form expression for the OP of xn with ipSIC is given by

PipSIC
xn

= 1 − �1�2�3

= 1 − �1 exp

(
− τ2

�p
− τ1ϕn

)

×
2∏

i=1

λ′ (�2 − �3) exp

(
− δth

2

ϑ1 × �q
− δth

2

ϑ1 × �m

)
.

(6.18)
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With the specific case of pSIC, substituting υ = 0 into Eq. (6.18), the OP of xn is
calculated by

PpSIC
xn

= 1 − �1�2�3

= 1 − �1 exp

(
− τ2

�p
− τ1ϕn

)

×
2∏

i=1

λ′ (�2 − �3) exp

(
− δth

2

ϑ1 × �q
− δth

2

ϑ1 × �m

)
.

(6.19)

6.3.3 Asymptotic Expressions of Outage Behavior in OMA
in NOMA

We first consider the asymptotic OPs of xp. We consider specific case when ρ → ∞,
the asymptotic OP of xp for ipSIC/pSIC can be computed based on the fact that
e−x ≈ 1 − x. The asymptotic OPs are given for ipSIC, pSIC, respectively, by

PipSIC
xp

= 1 −
(

1 − ω

�p

) 3∏

i=1

λi

(
ε1�p

�pλ1 + ω
− ε2�p

�pλ2 + ω
+ ε3�p

�pλ3 + ω

)

×
((

1 − �3

�q

)
− 1

�q
�−1

4

(

1 +
(

υρ�q
δth

1

�2

)−1
)

(1 − �4�3)

)

,

(6.20)

and

PpSIC
xp

= 1 −
(

1 − ω

�p

) (
1 − �3

�q

)

×
3∏

i=1

λi

(
ε1�p

�pλ1 + ω
− ε2�p

�pλ2 + ω
+ ε3�p

�pλ3 + ω

)
.

(6.21)

Then, the asymptotic outage probabilities of xn can be further evaluated. In simi-
lar way of xp in high SNR regimes, the asymptotic OP of xn with ipSIC/pSIC is
formulated by

PipSIC
xn

= 1 − �1

(
1 − τ2

�p
− τ1ϕn

) 2∏

i=1

λ′ (�2 − �3)

×
(

1 − δth
2

ϑ1 × �q
− δth

2

ϑ1 × �m

)
,

(6.22)
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and

PpSIC
xn

= 1 − �1

(
1 − τ2

�p
− τ1ϕn

)

×
(

1 − δth
2

ϑ1 × �q
− δth

2

ϑ1 × �m

) 2∏

i=1

λ′ (�2 − �3) .

(6.23)

6.3.4 Throughput Analysis

The other metric is necessary to consider for such system such as throughput in delay-
limited transmission scenario. In this manner, the BS transmits message to users with
a fixed rate, then the threshold of throughout exists. Particularly, the corresponding
throughput for considered cases is expressed as

Rψ

dl = (
1 − Pψ

x1

)
Rx1 + (

1 − Pψ
x2

)
Rx2

+ (
1 − Pψ

x3

)
Rx3 + (

1 − Pψ
x4

)
Rx4 ,

(6.24)

where ψ ∈ (ipSIC, pSIC).
In next section, we will the counterpart, i.e., OMA is considered as reasonable

benchmark in this study.

6.4 Outage Performance Analysis of OMA Users’ Signals

In OMA mode, we can compute the SINR at R to detect xp as

γ OMA,r
xp

= ρ
∣∣hp

∣∣2

(ϑ − 1) ρ
∣∣hp

∣∣2 + 1
(6.25)

Similarly, SINR at R to detect xn in OMA can be given as

γ OMA,r
xn

= ρ|hn|2
(ϑ − 1) ρ|hn|2 + 1

. (6.26)

6.4.1 Outage Probability of xp in OMA

The OP of xp with ipSIC for OMA-based system can be computed as

POMA
xp

= 1 − Pr
(
γ OMA,r

xp
≥ δth

1

)
, (6.27)

where δth
1,OMA = 24rp − 1 and δth

2,OMA = 24rn − 1.



118 T.-T. Thi Nguyen et al.

The OP of xp can be further given by

POMA
xp

= 1 − Pr

(
ρ
∣∣hp

∣∣2

(ϑ − 1) ρ
∣∣hp

∣∣2 + 1
≥ δth

1,OMA

)

︸ ︷︷ ︸
�=ϕ1

. (6.28)

In next step, ϕ1 is further given by

ϕ1 = Pr

(
ρ
∣∣hp

∣∣2

(ϑ − 1) ρ
∣∣hp

∣∣2 + 1
≥ δth

1,OMA

)

= exp

(

− δth
1,OMA

�p
(
ρ − (ϑ − 1) ρδth

1,OMA

)

)

.

(6.29)

Finally, it can be achieved he closed-form expression of OP for xp as

POMA
xp

= 1 − exp

(

− δth
1,OMA

�p
(
ρ − (ϑ − 1) ρδth

1,OMA

)

)

. (6.30)

6.4.2 Outage Probability of xn

In OMA situation, the OP of xn can be expressed as

POMA
xn

= 1 − Pr
(
γ OMA,r

xn
≥ δth

2,OMA

)
. (6.31)

The OP of xn is calculated by

POMA
xn

= 1 − Pr

(
ρ|hn|2

(ϑ − 1) ρ|hn|2 + 1
≥ δth

2,OMA

)

︸ ︷︷ ︸
�=�1

. (6.32)

Here, it can be achieved �1 as

�1 = Pr

(
ρ|hn|2

(ϑ − 1) ρ|hn|2 + 1
≥ δth

2,OMA

)

= exp

(

− δth
2,OMA

ρ�n
(
1 − (ϑ − 1) δth

2,OMA

)

)

.

(6.33)
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We have the closed-form expression for the outage probability of xn and it is given
by

POMA
xn

= 1 − exp

(

− δth
2,OMA

ρ�n
(
1 − (ϑ − 1) δth

2,OMA

)

)

. (6.34)

6.4.3 Asymptotic Expressions of Outage Behavior in OMA

We first consider the asymptotic OPs of xp. Based on the analytical result in (6.13)
and (6.14) when ρ → ∞, the asymptotic OPs of xp with e−x ≈ 1 − x are given by

POMA
xp,asym = 1 −

(

1 − δth
1,OMA

�p
(
ρ − (ϑ − 1) ρδth

1,OMA

)

)

= δth
1,OMA

�p
(
ρ − (ϑ − 1) ρδth

1,OMA

) .

(6.35)

Then, the asymptotic OPs of xn can be further evaluated. By applying similar way
for xp, the asymptotic OP of xn in high SNR is formulated by

POMA
xn,asym = 1 −

(

1 − δth
2,OMA

ρ�n
(
1 − (ϑ − 1) δth

2,OMA

)

)

= δth
2,OMA

ρ�n
(
1 − (ϑ − 1) δth

2,OMA

) ,

(6.36)

where �p = λp,�n = λn,�q = λq,�m = λm,�I = λI .

6.5 Numerical Results

In this section, a typical pair of users with random pairing in NOMA network is
investigated. Monte Carlo simulation parameters used in this section are summarized.
Monte Carlo simulations repeated 106 iterations. The distance between R and USER
1 or USER 3: d1 = d3 = 2 m and the distance between R and USER 2 or USER 4:
d2 = d4 = 20m. To exhibit performance the considered outage performance, we set
targeted data rates as rp = 0.1, rn = 0.01, p ∈ (1, 3) and n ∈ (2, 4). Without loss
of generality, the power allocation coefficients of xp and xn are set as γn = 0.8 and
γp = 0.2. �p and �n are set to be �p = d−α

p and �n = d−α
n , in which the pass-loss

exponent is chosen as α = 2. It is noted that other remaining key parameters are
indicated in specific simulation result.
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Fig. 6.2 Outage probability versus the transmit SNR, with θ1 = θ2 = 0.01, r1 = 0.1, r2 = 0.01
and �I = −20 dB

Figure 6.2 plots the OP of a pair of NOMA users versus the transmit SNR. These
lines are drawn to highlight impact of ipSIC/pSIC on system performance evaluation,
where κ = 0.1, 0.2. In this scenario, the different values of threshold rates and power
allocation factors are main factors to existence of performance gap between two
NOMA users. At high SNR, as such value is greater than 35 dB, the outage event
meets error floor. It can be observed that higher hardware impairment levels exhibit
worse performance in whole range of transmit SNR, it is set to be from 0 to 50 dB.
The exact analytical curves for the outage probability of these NOMA users match
Monte Carlo results very well.

As a further advance, Fig. 6.3 plots impact of increasing power allocation factors
to the OP versus SNR with different transmit SNR. More particularly, different trends
in OP can be achieved in such case. It is observed that the outage behavior of each user
vary as changing power allocation factor. One can observe that the asymptotic OPs
are approximated to the analytical results in the whole regime of power allocation
factors.

Figure 6.4 plots the throughput performance versus SNR with the different level
of residual interference due to imperfect SIC. We call TWR in legend to indicate such
NOMA in this study. It can be seen that the worse throughput is result from higher
level of residual interference related to imperfect SIC. The throughput performance
gap can be seen clearly as varying �I with 3 cases −25 (dB), −20 (dB) and −15 (dB).
It is obviously that �I = −25 (dB) exhibits best throughput performance.

In Fig. 6.5, the OPs are shown as a function of the transmit SNR. Reported from
the impact of ipSIC, the residual residual interference signal is changed to examine
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related impacts on outage event. Compared with the different level of residual inter-
ference signal, there is a decrease in outage probability for both users as increasing
such level of residual interference signal. Furthermore, it is shown that the OP in
pSIC scenario is lower than all cases of ipSIC scenarios at point as SNR is greater
than 25 (dB). Such observation confirms impact of ipSIC in degrading performance
related to outage event.

Now, location arrangement of these nodes contributes to varying outage perfor-
mance as in Fig. 6.6. Interestingly, optimal location between R and D3 can be achieved
for pSIC case of signal xn as dp = 2.5. The worst outage event happens as dp = 10.

Figure 6.7 confirms that asymptotic outage matches with exact outage perfor-
mance of two NOMA users. It can be observed that outage performance in OMA
is better than that of NOMA. The main reason is that power allocation factors for
NOMA less than of OMA. However, the most important thing is that NOMA provides
higher capacity of serving users in the same time with satisfaction in fairness.

6.6 Conclusion

This paper analyzed two-way NOMA and OMA network with hardware impairments.
The imperfect SIC and perfect SIC were used in the receiver to provide comparison
study. To examine system performance, we studied two main metrics such as the
outage probability and throughput. Specially, we derived the outage probability in
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the closed-form expressions. Then, the throughput in delay-limited transmissions
scheme is further computed. The impact of hardware impairment on the system is
evaluated in high SNR region. In particular, we derived asymptotic expressions of
such outage probability. It is confirmed that the degraded outage occurred when
existence of hardware impairment is raised. It can be confirmed that the worse sys-
tem performance can be raised when the larger impairments level was observed. In
addition, controlling hardware impairment level aims to achieve reasonable system
performance.

Appendix

Proof of Proposition 1

Proof To calculate the OP ϕ1 in (6.9), let z
�= γnρϑ |hn|2 + θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ

|hm|2. We denote that z1 = γnρϑ |hn|2, z2 = θ1γqρϑ
∣∣hq

∣∣2
, z3 = θ1γmρϑ |hm|2 are also

independent exponentially distributed random variables (RVs)with parameters λ1 =
1

γnρϑ
, λ2 = 1

θ1γqρϑ
, λ3 = 1

θ1γmρϑ
, respectively.

It then further illustrates such result in following equation

ϕ1 = Pr

(
γpρ

∣∣hp

∣∣2

(ϑ − 1) γpρ
∣∣hp

∣∣2 + γnρϑ |hn|2 + β1 + 1
> δth

1

)

= Pr

⎛

⎜⎜⎜⎜⎜
⎝

∣∣hp

∣∣2 ≥ δth
1

γpρ−(ϑ−1)γpρδth
1

×

⎛

⎜⎜
⎝γnρϑ |hn|2 + θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ |hm|2
︸ ︷︷ ︸

�=z

+1

⎞

⎟⎟
⎠

⎞

⎟⎟⎟⎟⎟
⎠

=
∞∫

0

(
1 − F|hp|2 (ω (z + 1))

)
fz (z) dz.

(6.37)

Next, it can be rewritten as

ϕ1 =
∞∫

0

exp

(
− ω

�p
(z + 1)

)
fz (z) dz

= exp

(
− ω

�p

) ∞∫

0

3∏

i=1

λi
(
ε1e−λ1z − ε2e−λ2z + ε3e−λ3z

)
e−z−1dz

= exp

(
− ω

�p

) 3∏

i=1

λi

(
ε1�p

�pλ1 + ω
− ε2�p

�pλ2 + ω
+ ε3�p

�pλ3 + ω

)
,

(6.38)
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whereω = δth
1

γpρ−(ϑ−1)γpρδth
1

, z
�= γnρϑ |hn|2 + θ1γqρϑ

∣∣hq

∣∣2 + θ1γmρϑ |hm|2, z1 = γnρϑ

|hn|2, z2 = θ1γqρϑ
∣∣hq

∣∣2
, z3 = θ1γmρϑ |hm|2, ε1 = 1

(λ2−λ1)(λ3−λ1)
, ε2 = 1

(λ3−λ2)(λ2−λ1)
,

ε3 = 1
(λ3−λ1)(λ3−λ2)

, λ1 = 1
γnρϑ

, λ2 = 1
θ1γqρϑ

, λ3 = 1
θ1γmρϑ

.
Similarly, ϕ2 can be further calculated as follows

ϕ2 = Pr
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⎜
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(6.39)

Next, it can be simplified as

ϕ2 = Pr
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Therefore, it can be solved as
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(6.41)

where �1
�= ρ

(
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Considering on υ = 1 case, the closed-form expression for the outage probability of
xp for TWR-NOMA with ipSIC is given by

PipSIC
xp

= 1 − ϕ1 × ϕ2

= 1 − exp

(
− ω

�p

) 3∏

i=1

λi

(
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)

×
(

exp

(
−�3
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)
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�−1
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((
υρ�q
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)

exp (−�4�3)

)

.

(6.42)

References

Bjornson E, Matthaiou M, Debbah M (2013) New look at dual-hop relaying: performance limits
with hardware impairments. IEEE Trans Commun 61:4512–4525

Ding Z, Fan P, Poor HV (2016) Impact of user pairing on 5G non-orthogonal multiple-access
downlink transmissions. IEEE Trans Veh Technol 65:6010–6023

Ding Z, Lei X, Karagiannidis GK et al (2017) A survey on non-orthogonal multiple access for 5G
networks: research challenges and future trends. IEEE J Sel Areas Commun 35:2181–2195

Do D-T (2015) Power switching protocol for two-way relaying network under hardware impair-
ments. Radioengineering 24:765–771

Do D-T, Le C-B (2018) Application of NOMA in wireless system with wireless power transfer
scheme: outage and ergodic capacity performance analysis. Sensors 18:3501

Do D-T, Nguyen H-S (2016) A tractable approach to analyze the energy-aware two-way relaying
networks in presence of co-channel interference. EURASIP J Wirel Commun Netw 2016:271

Do D-T, Nguyen M-SV et al (2019) NOMA-assisted multiple access scheme for IoT deployment:
relay selection model and secrecy performance improvement. Sensors 19:736

Islam SMR, Kwak KS (2016) Outage capacity and source distortion analysis for NOMA users in
5G systems. Electron Lett 52:1344–1345

Nguyen T-L, Do D-T (2017) A new look at AF two-way relaying networks: energy harvesting
architecture and impact of co-channel interference. Ann Telecommun 72:669–678

Nguyen T-L, Do D-T (2018) Exploiting impacts of intercell iInterference on SWIPT-assisted non-
orthogonal multiple access. Wirel Commun Mob Comput. https://doi.org/10.1155/2018/2525492

Shi S, Yang L, Zhu H (2016) Outage balancing in downlink nonorthogonal multiple access with
statistical channel state information. IEEE Trans Wireless Commun 15:4718–4731

Song G, Wang X, Cheng J (2017) A low-complexity multiuser coding scheme with near-capacity
performance. IEEE Trans Veh Technol 18:6775–6786

Studer C, Wenk M, Burg A (2010) MIMO transmission with residual transmit-RF impairments. In:
2010 international ITG workshop on smart antennas (WSA), pp 189–196

Tabassum H, Hossain E, Hossain J (2017) Modeling and analysis of uplink non-orthogonal multiple
access in large-scale cellular networks using poisson cluster processes. IEEE Trans Commun
65:3555–3570

Wang X, Jia M et al (2019) Exploiting full-duplex two-way relay cooperative non-orthogonal
multiple access. IEEE Trans Commun 2019:2716–2729

Wei F, Zhou T, Xu T, Hu H (2019) Modeling and analysis of two-way relay networks: a joint
mechanism using NOMA and network coding. IEEE J Sel Areas Commun 7:152679–152689

https://doi.org/10.1155/2018/2525492


6 Implementation of a Non-orthogonal Multiple Access Scheme … 127

Yang Z, Ding Z et al (2016) On the performance of non-orthogonal multiple access systems with
partial channel information. IEEE Trans Commun 64:654–667

Yang C, Xia B, Xie W et al (2018) Interference cancellation at receivers in cache-enabled wireless
networks. IEEE Trans Veh Technol 67:842–846

Yue X, Liu Y et al (2018) Modeling and analysis of two-way relay non-orthogonal multiple access
systems. IEEE Trans Commun 66:3784–3796

Zhang N et al (2016) Uplink non-orthogonal multiple access in 5G systems. IEEE Commun Lett
20:458–461

Zhang Y, Wang HM et al (2017a) Energy-efficient transmission design in non-orthogonal multiple
access. IEEE Trans Veh Technol 66:2852–2857

Zheng B, Wang X et al (2017b) NOMA-based multi-pair two-way relay networks with rate splitting
and group decoding. IEEE J Sel Areas Commun 35:2328–2341

Zheng B, Wen M et al (2018) Secure NOMA based full-duplex two-way relay networks with artificial
noise against eavesdropping. In: IEEE international conference on communications (ICC), pp 1–6



Chapter 7
mmWave-Based 5G and Beyond
Cellular Networks

Mukesh Kumar Mishra, Aditya Trivedi, and Neelesh Mehra

Abstract The exponential growth of wireless multimedia services and devices
expect more spectrums to support the quality of service (QoS) of the fifth-generation
(5G) and beyond cellular networks. The available large underutilized radio resources
in millimeter wave (mmWave) have the potential to solve limited radio resource
issues of the existing cellular bands. Recent studies suggest that densely deployed
mmWave base stations with directional beamforming capability can be used for cellu-
lar systems. However, the exploitation of mmWave channels for the cellular network
also introduces new challenges because of the inconsistent transmission behavior of
the mmWave channel. Despite the problems raised for the mmWave signals, there
are recent breakthroughs that make the mmWave viable for cellular communica-
tions, and the cellular network infrastructure should be expanded accordingly. In
this regard, this chapter presents a review of issues associated with the mmWave-
based cellular networks. Furthermore, key concepts and useful insights related to
the mmWave-based cellular network design are also provided. Besides, a stochastic
geometry-based theoretical framework is developed to account for the effect of the
exploitation of mmWave for the cognitive-based multi-tier cellular networks. In this
scheme, when conventional cellular channels are vacant, low power nodes operate in
the traditional cellular band, and they are served by the mmWave band when channels
are busy. Outage probability, area spectral efficiency, and energy efficiency are theo-
retically calculated for the system. Numerical results demonstrate that the proposed
approach offers a significant improvement in outage performance as compared to
cognitive radio-based multi-tier networks.
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7.1 Introduction

Over the last few years, with the success of smartphones, laptops, and the popularity
of the various multimedia services (such as video calling and messaging, gaming,
e-mail and instant messaging, social networking), the demand for high data rates has
risen drastically (Hasan et al. 2011; Wang et al. 2014). The average mobile network
link speed was 8.7 Megabits per second (Mbps) in 2017, and it is expected that it will
meet 28.5 Mbps by 2022, i.e., threefold higher connection speed compared to 2017
(Cisco 2017). Besides, fast growth in the deployment of third-generation and fourth-
generation cellular systems in the past few years increases the power consumption,
capital, and operational cost of the cellular networks (Soh et al. 2013). Presently, most
of the wireless standards operate at the licensed ultra-high-frequency (UHF) bands.
Consequently, licensed bands are congested and expensive for network operators.
On the other hand, explosively rising number of high data rate demanding multi-
media devices and services expect broad spectrums to support the expected services
of 5G wireless communication systems. Therefore, better connectivity, spectrum
deficiency, and growing operational cost and capital cost are the critical challenges
for the service providers. These challenges encourage both telecom industries and
academia to search new paradigm for efficient utilization of radio spectrum, other
possible frequency bands to enhance the network capacity and to rebuild the existing
physical layer communication techniques in the best possible ways for the evolution
of the 5G wireless networks. Recently, new techniques such as (i) deployment of
small cells into existing cellular networks, (ii) opportunistic spectrum exploitation,
(iii) utilization of underutilized millimeter wave (mmWave) frequency bands, and
(iv) non-orthogonal multiple access enabled wireless networks are the prominent
method for high data rates demanding 5G and beyond wireless networks.

7.2 Heterogeneous Deployment

With the consideration of practical deployment aspects and different operational
characteristics of the cellular networks, theoretical modeling of the cellular net-
work is always challenging for the research community. Besides, various channel
impairments such as path loss, multipath fading, and shadowing, which considerably
influence the system performance introduce additional complexity in the modeling.
Furthermore, because of the increasing random placement of the low power nodes
and diverse coverage range, spatial modeling of heterogeneous cellular is differ-
ent from the traditional homogeneous cellular network (Andrews 2013; Chu et al.
2013). Hence, it is essential to investigate the modeling techniques that can be used
to develop the theoretical framework to capture the properties of the cellular systems.
Earlier, the deterministic grid model (e.g., hexagonal grid model) has been adopted
to analyze and design the traditional cellular systems. This model assumes that base
stations are placed at the cell center, and all base stations have homogeneous cell
coverage area (Andrews 2013; Chu et al. 2013).
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Furthermore, each cell exploits different sets of radio resources from adjacent
cells to provide particular radio bandwidth in all cells. However, recent researches
suggest that in the cellular network, including heterogeneous deployment, the cover-
age region of a cell depends on various factors such as capacity demand (i.e., network
and link capacities) and viability of the base station deployment (Dhillon et al. 2012;
ElSawy et al. 2017). Therefore, locations of the base stations concerning each other
follow the random pattern, while in the hexagonal grid model fix pattern is considered
for the modeling. It is clear that the traditional hexagonal model is not appropriate to
capture the increasing topological randomness of the heterogeneous cellular system.
In other words, low power nodes are not regularly placed and do not have similar
cell coverage area. Moreover, the grid-based model gives either intractable results or
inaccurate (but tractable) results because of unrealistic assumptions (ElSawy et al.
2017). In this regard, stochastic geometry gives a practical method to describe the
random spatial pattern of large wireless systems. In recent years, tools from stochas-
tic geometry have been successfully adopted to calculate the tractable and accurate
performance bounds for the multi-tier wireless networks. Besides, it contributes use-
ful insights related to network design (ElSawy et al. 2013, 2017; Andrews et al.
2011; Haenggi 2012; Haenggi and Ganti 2009). The vital benefit of the stochastic
geometry-based modeling over conventional grid modeling is its potential to amal-
gamate different properties of the system (such as irregular placement of the base
stations, channel characteristics, activities of MAC layer) into a mathematical model.
Thus, the stochastic geometry, which captures topological randomness of the net-
work using point process theory, is successfully adopted by the research community
for modeling the multi-tier cellular systems (ElSawy et al. 2013, 2017; Andrews
et al. 2011; Haenggi 2012; Haenggi and Ganti 2009). Additionally, it also provides
more accurate and analytically tractable expressions for different performance met-
rics as compared to the hexagonal grid model. In the stochastic geometry-based
system model, the spatial distribution of the transmitter and receiver is presented by
an appropriate point process. So, the fundamental objects investigated in stochastic
geometry are the point processes. A point process is a random collection of points in
space (Haenggi 2012; Haenggi and Ganti 2009). The points generated from the spa-
tial point processes denote the location of the points (base stations or mobile stations).
The detailed overview of different types of point processes and their application for
the cellular networks and cognitive radio networks are provided in (ElSawy et al.
2013; Haenggi and Ganti 2009; Haenggi 2012).

7.2.1 Stochastic Geometry-Based Heterogeneous Cellular
Network Modeling

Usually, homogeneous spatial Poisson point process (HSPPP) is used to model the
cellular systems by the research community. HSPPP calculates tractable and accurate
performance bounds for single-tier and multi-tier and provides useful insights related
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to network design (Andrews et al. 2011; Dhillon et al. 2012). For instance, Andrews
et al. (2011) calculated the coverage performance of the system over the Rayleigh
fading channel. Authors assumed that the base stations are distributed using HSPPP,
and all the base stations share the same radio resources. A typical mobile station
is associated based on the received signal strength. Furthermore, authors compared
HSPPP-based cellular networks with the square grid model and realistic cellular
system. Key findings of this paper are: (a) HSPPP-based cellular network gives a
tight lower bound for the coverage performance of the practical cellular network and
(b) the large cellular networks can be considered as an interference-limited network,
and its performance of the system is free from the density of the network. The work of
Andrews et al. (2011) has been extended and analyzed for K-tier cellular systems in
Dhillon et al. (2012). Authors derived the coverage and average transmission rate by
considering that the mobile stations connected with the base station are offering the
strongest average signal-to-interference ratio (SIR). Furthermore, they assumed that
if the target SIR threshold is higher than 0 dB, only one network entity be able to meet
the SIR condition. The work of Dhillon et al. (2012) has been extended in Mukherjee
(2012), and they assumed that the mobile stations are connected to the tier providing
the highest instantaneous signal-to-interference-plus-noise ratio (SINR). Coverage
performance of multiple-input multiple-output (MIMO)-based multi-tier network
has been studied in Dhillon et al. (2013) using beamforming and spatial division
multiple access techniques. In ElSawy et al. (2017), authors characterized SINR
distribution, bit error probability, and transmission rate for the cellular networks. Jo
et al. (2012) used an association bias approach for the load balancing between the
macro-base station (MBS) and small base stations (SBSs). A positive value of the
bias indicates that a typical mobile station may be offloaded to SBS when the received
signal power difference of the MBS and SBS falls below the specific bias value. The
similar biasing concept, as used in Jo et al. (2012), is applied in Singh et al. (2013)
to provide the tractable analytical model for offloading in a K-tier network with M
radio access techniques. They also derived rate distribution and SINR distribution
for analyzing the system.

In ElSawy et al. (2013), a detailed discussion is given related to modeling and per-
formance evaluation of multi-tier cellular networks. Authors characterized SINR and
associated performance measures such as outage probability and transmission rate.
Besides, they also highlighted future research directions related to multi-tier cellular
system modeling using stochastic geometry. In cellular network design, usually, the
distance between two base stations is random (ElSawy et al. 2017). Further, in real-
istic cellular network deployment, two base stations of the same network operator
cannot be placed arbitrarily close to each other. Therefore, in many research articles,
it is argued that locations of the base stations should be characterized by the repulsive
point process to maintain the minimum allowable separation between base stations
(ElSawy et al. 2013, 2017; ElSawy and Hossain 2014, 2013). However, the prob-
ability generating functional (PGFL) of the repulsive point process such as Matérn
hardcore point process is not available, which makes it analytically intractable and
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complex (ElSawy et al. 2013; Haenggi 2012; Haenggi and Ganti 2009). Thus, HSPPP
is usually adopted to model the cellular network by the research community because
of its simplicity and tractability.

7.3 MmWave Bands for 5G and Beyond Networks

Most of the spectrums in the existing cellular bands (i.e., below 3 GHz bands) are
already allocated to various dedicated wireless services. Therefore, it is becoming
challenging to find free bands for new networks/services to improve the QoS of
future cellular systems. Although the utilization of the existing cellular bands also
depends on the scenarios. For instance, in the rural area, where base stations are
sparsely deployed, most of the frequency bands are hardly exploited across time and
space, whereas in the densely deployed urban scenarios, network operators demand
more radio resources to provide a better QoS. Hence, obvious ways to boost the
peak data rates are extending the bandwidth of the system or search for a new radio
spectrum. Current measurements/trials confirm that lightly exploited mmWaves have
potential for solving the limited radio resource issue of the 5G and beyond cellular
networks. This band is already used by several other wireless standards such as IEEE
802.11ad for local area networking, IEEE 802.15.3c for personal area networking,
and IEEE 802.16.1 for fixed-point access links (Akoum et al. 2012; Andrews et al.
2017). Recent researches based on theoretical and experimental results (Akdeniz
et al. 2014; Rangan et al. 2014; Bai and Heath 2015; Singh et al. 2015; Sulyman
et al. 2014) recommend that densely deployed mmWave base stations (mmWBSs)
with directional beamforming capability can be used for the cellular networks. How-
ever, the exploitation of mmWave bands for the cellular network also introduces new
challenges because of inconsistent transmission behavior of the mmWave signals
and several limitations such as low cost, small size (especially for mobile devices),
spectral, and energy efficient system (Andrews et al. 2017). The primary difference
between the existing cellular networks and mmWave-based cellular network is sus-
ceptibility to blockages and the requirement of highly directional antennas at both
transmitting and receiving node. Despite the challenges raised for the mmWave sig-
nals, there are recent breakthroughs that make the mmWave signals viable for cellular
communications.

7.3.1 mmWave Signals Transmission Characteristics

Transmission characteristics of mmWave bands are considerably diverse from below
3 GHz band because of the small wavelengths (ranging between 1 and 10 mm). Con-
sequently, it should be carefully investigated to understand the mmWave channel
characteristics. The basic idea behind the use of mmWave frequency for the cellular
network was argued in 1956 by Fellers (1956). He investigated 30–300 GHz fre-
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quency range and found that these frequency ranges can be used where high gain,
huge bandwidth, and high directional antennas are required for the communication.
However, research works based on the baseline Friis equation reported that high-
frequency signals do not cover long distances. Though in Andrews et al. (2017), it is
reported that the baseline Friis equation is applicable for omnidirectional radiation
having an effective area of the antennas, i.e., (wavelength of carrier signal)2/4π .
Consequently, because of the small effective area of the antenna, small wavelength
signals cannot be capable of transmitting and receiving much energy in free space
(Andrews et al. 2017). Thus, directional antennas are necessary to alleviate the strong
signal attenuation that occurred at mmWave signals. Moreover, an essential charac-
teristic of mmWave-based communication system is its susceptibility to blockages.
Conventional cellular bands (i.e., UHF band) also suffer from blockages, but its
effects are considerably less as compared to the mmWaves. However, mmWaves
experience substantially higher penetration losses when crossing by elements (such
as ferroconcrete, tinted glass, and trees) due to the small wavelength and do not
diffract well. In the past few years, many experiments/trials campaigns and studies
have been carried out by industries and academia to estimate the transmission char-
acteristics of mmWave bands in different scenarios such as urban, rural, indoor, and
outdoor (Rangan et al. 2014; Singh et al. 2015; Bai and Heath 2015; Akdeniz et al.
2014; Rappaport et al. 2017; Hemadeh et al. 2018; Mishra and Trivedi 2019). These
measurements and trials on mmWaves reveal some useful insights related to the
mmWave channel characteristics for cellular networks. Some key points are listed as

• Transmission properties of the line of sight (LOS) and non-line concerning sight
(NLOS) links are quite different.

• As compared to existing cellular band mmWaves experience higher attenuation
and sparse multipath scattering.

• Wall penetration losses are also very large for mmWave bands as compared to the
traditional cellular bands.

• Dense deployment of base stations with the directional antenna is needed to miti-
gate the substantial signal attenuation that occurred at mmWave signals.

7.3.1.1 Stochastic Geometry-Based MmWave Cellular Network
Modeling

Key observations of mmWave channel characteristics reported in Sect.7.3.1 indi-
cate that stochastic geometry modeling used for the traditional cellular networks
(discussed in Sect. 2.1) cannot be directly adopted for the mmWave-based cellular
networks (Bai and Heath 2015; Andrews et al. 2017; Mishra and Trivedi 2019). There-
fore, recent researches consider the propagation characteristics of the mmWave to
model the system for realistic analysis using the tools from stochastic geometry. For
instance, in Akoum et al. (2012), stochastic geometry-based modeling has been con-
sidered to investigate the SINR and rate distribution of the mmWave cellular network.
However, they did not consider the blockage effect to examine the performance of
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the network. In Bai et al. (2014), authors proposed HSPPP-based blockage model for
the cellular network. Furthermore, they compared the performance of the mmWave
network with the traditional cellular networks and found that it provides better perfor-
mance. A similar blockage model has been adopted to analyze the cellular network
(Bai and Heath 2015) and ad hoc network (Thornburg et al. 2015). Bai et al. Bai
and Heath (2015) derived coverage probability and rate distribution by assuming
that mmWave base stations are distributed by HSPPP on the two-dimensional plane.
They simplified the exact random blockage model by approximating the random
LOS region by considering fixed-sized ball with radius R. Also, using this simpli-
fication, they derived more tractable coverage probability expressions for mmWave
cellular network. In Rappaport et al. (2013), it has been noticed that even with the
low SINR condition, mmWave may provide comparable performance as compared
to existing cellular networks due to the large underutilized bandwidth. In Mishra and
Trivedi (2019), authors provided a generalized analytical framework for the mixed
mmWave and UHF-based cellular network. Additionally, they included the impact of
the various parameters (such as base station density, link distance, multipath fading,
blockages, path loss, SINR threshold, and preference factor) on the performance of
the network. Furthermore, they calculated the spectral efficiency and deployment
cost efficiency of the network. The detailed discussion of mmWave-based cellular
network and theoretical modeling using stochastic geometry is provided in Andrews
et al. (2017); Rangan et al. (2014); Hemadeh et al. (2018); Rappaport et al. (2017).

7.4 System Design Considerations and Implications

In the previous sections, we have discussed that mmWave bands can provide better
quality of services for 5G and beyond cellular networks. However, unplanned deploy-
ment of low power nodes with diverse operating characteristics, widely varying cell
coverage, different types of backhaul connections, diverse operating frequency bands,
environmental impairments, and transmission protocols make mmWave cellular net-
work modeling and analysis challenging. Hence, major issues with mmWave-based
communication system modeling are to build/develop frameworks that capture the
characteristics of the mmWave bands and capable of carrying out the requirements
of 5G and beyond networks. Also, sensitivity to blockages, higher wall penetration
losses, poor diffraction characteristics, etc. are the issues related to mmWave sig-
nals. Therefore, the fundamental difference between a traditional cellular network
and mmWave-based network is susceptibility to blockages and the requirement of
highly directional antennas at transceivers. So, mmWave-based cellular system model
should take into account these different aspects for realistic analysis. In this section,
we briefly discussed some essential elements related to mmWave system modeling.
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• Identify the system scenario and operating frequency: Transmission character-
istics of mmWaves differ from one scenario to others, such as indoor, outdoor, or
combination of both indoor-outdoor. Furthermore, its transmission characteristics
also depend on the different operating frequency bands available in mmWaves, e.g.,
28, 38, 60, 72 GHz, etc. Therefore, according to the chosen operating frequency
and scenario channel model should be developed.

• Blockages: Blockages in the transmission medium affect wireless channels due
to different phenomena such as reflection, refraction, scattering, diffraction, and
absorption. Since, these effects are based on the environment/conditions. There-
fore, received signal power from the transmitting node is characterized statistically
as a function of the distance between transmitting and receiving node. Usually,
log-normal distribution is considered in traditional cellular networks to model the
shadowing effect. In a conventional homogeneous cellular system, blockages con-
sidered a secondary effect. This is because of the assumptions that most of the time,
received signals are NLOS due to the long communication links (Andrews et al.
2017; 3GPP 2010). Moreover, omnidirectional antennas are considered for the
analysis, which already includes the effect of blockages and other effects such as
diffractions and ground reflections (Andrews et al. 2017). On the other hand, recent
experiments on the outdoor mmWave system confirm that stationary obstructions
such as buildings and trees cause a notable variation in the path loss law between
LOS and NLOS links. Therefore, different path loss exponents are considered to
model the LOS and NLOS link for mmWaves (Rappaport et al. 2014; 5G channel
model for bands up to 100 GHz, Aalto Univ. 2015). Due to the reduced diffrac-
tion of mmWaves, a large portion of the signal energy is scattered; consequently,
path loss exponent is much higher for the NLOS mmWave links (Rappaport et al.
2014; Zhang et al. 2015). However, blockages also affect the interference signals,
so most of the interfering signals are likely to be blocked in the dense environment.
Various blockage models adopted by the literature to model the mmWave-based
wireless system are random shape theory model, 3GPP blockage model, LOS ball
model, Poisson line model, etc. (Bai et al. 2014; Bai and Heath 2015; Thornburg
et al. 2016; Andrews et al. 2017).

• Multipath Fading Various channel models are available in the literature to
describe the statistics of the amplitude and phase of multipath fading signals.
In this context, the Nakagami-m fading model is an empirical model covering
a wide range of multipath fading channels by varying the value of m (fading
parameter). Nakagami-m is a generic fading channel that can model different
fading environments. Therefore, this fading model is well accepted in literature
for characterizing the small-scale fading for different frequency bands, including
mmWaves. The behavior of the mmWave network depends on the various system
parameters such as blockage model, path loss exponents, density, antenna gains
and beamwidths, and bandwidth. For example, with large bandwidth and high
directionality, the impact of the interference is less, whereas the influence of the
interference increases with wider beamwidth and a smaller bandwidth (Andrews
et al. 2017). These scenarios can be easily considered by varying the value of the
m in Nakagami-m fading. On the other hand, going with a Rayleigh fading chan-
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nel alone does not provide these wide ranges of analyses. Therefore, generally,
in literature, firstly, authors carry out the analysis with the Nakagami-m fading
channel. After that, by substituting different values of m, they can calculate the
performance of the network for various fading channels. In Gupta et al. (2016),
authors found that taking a generalized fading model (e.g., Nakagami-m distribu-
tion, Rician distribution, etc.) to characterize the small-scale fading does not give
any extra design insights for the mmWave networks. However, it makes analysis
considerably complicated. Therefore, they considered only Rayleigh fading for
the performance analysis of the mmWave network.

• mmWave Signals are Interference Limited or Noise Limited: One of the major
issues associated with the cellular network is interference management from the
nearby cells utilizing the same time-frequency resources. In interference-limited
network, rising transmission power does not improve the SINR. Another way to
understand the behavior of the interference-limited network is that after a specific
density, more increase in base station density does not considerably increase the
performance of the system. However, SINR is balanced by the increased interfer-
ence due to the increase in density. In the context of the mmWave band, features
like beamforming and sensitivity to blockages alter the statistics of the interfer-
ence encountered at the receiver. Various claims are drawn in the earlier experi-
ments/trials about the sensitivity of mmWave band to interference. Some research
claims that mmWave bands are noise limited, whereas some reports have argued
that mmWave systems are interference-limited (Bai and Heath 2015; Thornburg
et al. 2016; Mishra and Trivedi 2019). According to Andrews et al. (2017), the
behavior of the mmWave network also depends on the critical network parameters,
e.g., base station density, number of users, antenna gains, beamwidths, bandwidth
of the system, blockage model, path loss exponents, etc. They considered 73 GHz
and 28 GHz, two carrier frequency bands for the analysis. They found that the
73 GHz system favors being noise-limited, whereas a more considerable impact
from interference is reported in the 28 GHz band. Numerically, they proved that
the influence of interference rises with a smaller bandwidth and broad beamwidth
in the beamforming. After studying the available literature carefully, it is hard to
give a precise conclusion of whether mmWave cellular systems are noise-limited
or interference-limited, although many works reported that mmWave-based net-
works could be LOS interference-limited with high density. In Bai and Heath
(2015), Thornburg et al. (2016), Andrews et al. (2017), Mishra and Trivedi (2019),
authors reported that increasing density of mmWave base station decreases the dis-
tance of the serving base station and increases the probability that serving mmWave
base stations being LOS base station resulting in improved performance of the net-
works. However, after a certain density, there will be enough LOS interference for
the typical outdoor user; as a result, outage performance decreases.
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7.5 Analysis of Cognitive-Based Hybrid mmWave/UHF
Cellular Network

Even with the considerably underutilized bandwidth available in mmWave band, it
cannot be used solely for the mobile communication due to several limitations (such
as sensitivity to blockages, higher path loss, and reduced wall penetration). Hybrid
UHF and mmWave-based network may be one way for better exploitation of this
band. Furthermore, UHF and mmWave are two distinct bands; consequently, cross-
tier interference of the system can be effectively alleviated. So, in this section, using
these facts of mmWave, and the capability of cognitive radio to identify the unoccu-
pied bands, a spectrum access scheme is proposed for opportunistic spectrum access.
This spectrum sharing scheme opportunistically exploits the UHF and mmWave
band. In this scheme, when UHF channels are vacant, cognitive pico base station
(CPBS) operates in the vacant UHF channels, and it serves by mmWave band when
UHF channels are busy. In this work, outage probability, area spectral efficiency,
and energy efficiency are theoretically calculated for the cognitive enabled hybrid
cellular network (CHCN), and some useful observations are also drawn for CHCN.

7.5.1 System Model

We consider a three-tier CHCN which comprises of MBSs, CPBSs, and mmWBSs.
MBSs are considered as a licensed user network (LUN), and CPBSs constitute an
unlicensed user network (UUN). MBS tier operates in the conventional cellular
band (below 3 GHz band, a.k.a. UHF band), whereas the CPBS tier opportunisti-
cally exploits the UHF band used by the MBS network. mmWBS tier works on the
mmWave band (e.g., 28 GHz or 38 GHz). It is utilized as a backup channel to pro-
vide coverage to CPBS users when free channels are not available for CPBSs during
spectrum sensing. The MBSs are assumed to be distributed uniformly in the 2D
plane as an HSPPP ϒM with density λM . Similarly, CPBSs are modeled by HSPPP
ϒp with density λp and mmWBSs follow another HSPPP ϒmw with density λmw.
All the point processes, i.e., ϒM , ϒp, and ϒmw are independent of each other. The
distance between typical mobile station to its serving base station,i.e., MBS or CPBS
or mmWBS, is presented by rk where k ∈ M , p, mw. We have also assumed that that
using cognitive radio capability, CPBS actively acquires information about access
to the licensed resource blocks. In this work, the MBS and CPBS are analogous to
LU and UU transmitters. Similarly, macro-mobile station (MMS) and pico mobile
station (PMS) are equivalent to LU and UU receivers. Effect of path loss attenuation
is considered by the standard distance-dependent path loss model, i.e., r−ν , where ν

denotes path loss exponent. Nakagami-m distribution with unit mean is considered to
characterized the small-scale fading. It is assumed that a typical mobile station is out-
door. The mathematical modeling related to blockage and directional beamforming
for mmWave and other assumptions associated with mmWave signal transmission is
similar to Thornburg et al. (2016), Mishra and Trivedi (2019).



7 mmWave-Based 5G and Beyond Cellular Networks 139

7.5.2 CPBS Network Activity Model

In cognitive radio network, it is assumed that UUs are permitted to transmit on
the condition that the performances of the LUs are not affected by the interference
created by the UUs. In other words, UUs may perform data transmission when
LUs are inactive. In this work, we have divided CPBS/UU transmission period T
into two parts, i.e., sensing time and data transmission time with durations of Ts

and Td , respectively. Each CPBS regularly detects MBS channels to know the free
channels. During the sensing period, Ts, CPBS cannot transmit data. It is assumed
that all the CPBSs are synchronized and having the same sensing time Ts (Cheng
et al. 2012; Panahi and Ohtsuki 2014). After sensing of the licensed spectrum within
the sensing period Ts, identified vacant channels are allocated to CPBS for the data
transmission in time Td . We have assumed that the CPBS network uses a slotted
ALOHA medium access protocol for scheduling the data transmission (Cheng et al.
2012; Zaidi et al. 2010). Hence, CPBSs perform data transmission with a probability
of pa. Furthermore, the probability of choosing the same channel from the pool of
the free/unoccupied channel is pc. It is assumed that CPBS knows the transmission
parameters to set up the primary protection region (PPR) around MMS. The PPR
is a circular disk or region around the typical MMS with a radius R to reduce the
consequence of the harmful interference for typical MMS generated by the CPBS
tier. Hence, active CPBSs which are outside the PPR cause interference at the typical
MMS. The activation of the CPBS depends on the PPR of the MMS and activities of
the MMS. Due to the PPR, the CPBSs’ activity depends on the MBS networks, which
make accurate aggregate interference calculation difficult. The UUs/CPBSs inside
the PPR of MMS cannot transmit during the communication session of the MMS.

7.5.3 Power Consumption Model

A power consumption model with embodied power is suggested to evaluate the
energy efficiency of the system. In most of the literature, only operating power is
considered for the analysis of the network power consumption while embodied power
is neglected. The embodied power represents a considerable part of the total power
consumption of the system, and it is 30–40 % for the MBSs and around 20% for
the small cell network (Ge et al. 2014). The operating energy of the MBS, CPBS,
and mmWBS may be separated into two parts, i.e., transmission power and constant
part, and is defined as (Soh et al. 2013).

PM = PM τM Td + PM
SPTd (7.1)

Pp = PpPOLτp(Td ) + Pp
SP(Td + Ts) + Pp

SS(Ts) (7.2)

Pmw = PmwτmwTd + Pmw
SP Td (7.3)
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where PM , Pp, and Pmw are the transmitted power of MBS, CPBS, and mmWBS. PM
SP

denotes static power of the MBS. Similarly, Pp
SP and Pmw

SP describe the static power
of CPBS and mmWBS, respectively. Load-dependent power consumption factor of
respective base stations is denoted by τM , τp, and τmw. Pp

SS indicates the sensing power
consumption of the CPBS. Further, Tt = Ts + Td , where Tt is the time interval of a
frame (it is assumed that CPBS operates on frame by frame basis) which is the sum
of Ts sensing time and data transmission time Td (Mishra and Trivedi 2015).

Total power consumption model of MBS, CPBS, and mmWBS includes operat-
ing power and embodied power of the network. Embodied power consumption is
the combination of initial embodied power Pin and maintenance embodied power
consumption Pmt . Pin comprises power consumption in the initial making of the
equipments, its assembling and installation. Pmt includes power consumption of the
maintenance of the base station. Thus, total power consumption for the MBS, CPBS,
and mmWBS is expressed as

PM
total = PM + PM

E = PM + PM
in + PM

mt (7.4)

Pp
total = Pp + Pp

E = Pp + Pp
in + Pp

mt (7.5)

Pmw
total = Pmw + Pmw

E = Pmw + Pmw
in + Pmw

mt (7.6)

where PM , Pp, and Pmw are given by the (7.1), (7.2), and (7.3), respectively. PM
E , Pp

E ,
and Pmw

E are the embodied power of MBS, CPBS, and mmWBS, respectively.

7.5.3.1 Outage Analysis for MBS Tier

Aggregate interference at a typical MMS comprised of two parts, i.e., the co-tier
interference created by other MBS, i.e., Im

M and the cross-tier interference generated
by CPBS, Ip

M . However, the exact evaluation of the aggregate interference of the
network is difficult due to the dependency between MBS and CPBS networks. It
should also be noted that CPBS transmission depends on the locations and activities
of the MMSs; therefore, CPBSs do not follow HSPPP (Lee and Haenggi 2012).
The HSPPP of the MBSs/LUs and Poisson hole process (PHP) of the CPBSs/UUs
are not independent. At this stage, it is essential to note that all the CPBS will
not be considered as a potential interferer to calculate the aggregate interference
at the typical MMS. Thus, before calculating the total interference at the typical
MMS, it is required to calculate the density of the potential interferer. Assume that
typical MMS is located at the origin to evaluate the aggregate interference of the
network. For typical MMS, all the CPBS outside the PPR are considered as potential
interferer for the typical MMS. Furthermore, it is assumed that CPBS network uses a
slotted ALOHA medium access protocol for scheduling the data transmission. Hence,
CPBS perform data transmission with probability pa. Additionally, the probability
of choosing the same channel from the pool of the vacant channel is given by pc.
To accommodate these two conditions ϒp is thinned independently (Zaidi et al.
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2010). Consequently, the density of the potential interferer in CPBS is expressed by
λp

′ = λppapc. Using these facts, the outage of the MBS network over Nakagami-m
is expressed as

PM
o =

m∑

t=0

(−1)t

(
m

t

)
e−sNMLIm

M
(s)LIp

M
(s), (7.7)

where s = btθM rν
M

PM
and b = m(m!)−1/m. m and ν represent the fading parameter and is

the path loss exponent, respectively. θM andNM are SINR threshold and noise power,
respectively. rM indicates the distance between MBS to mobile station, respectively.
�(.) indicates Gamma function. Laplace transformLIm

M
(s) andLIp

M
(s) are expressed

by

LIm
M
(s) = e

−2πλM
ν

∑m
k=1 (

m
k)

(PM sT)
2
ν �(m−k+ 2

ν )�(k− 2
ν )

�(m) , (7.8)

LIp
M
(s) = e

−2πλp
′ ∫ ∞

R

[ ∑m
k=1 (m

k )(sTPpy−ν)
k

(1+sTPpy−ν )m

]
ydy

(7.9)

where R is the radius of the PPR and T = 1/m. Proof: Similar to the proof of Eq.
(7.3) of Swami et al. (2017).

7.5.4 Outage Analysis for CPBS Tier

In traditional CPBS networks, CPBS opportunistically exploits the unoccupied spec-
trum band of the LUN with probability POL, and in this condition, SINR outage
probability is expressed by Pp

ol . Besides, when channels are occupied with the prob-

ability 1 − POL, then outage probability Pp
ol is denoted by Pbusy

ol and becomes 1
due to the channel unavailability for the data transmission (Mishra et al. 2018).
Consequently, outage probability of CPBS network Pp

OL is described as Pp
OL =

POLPp
ol + (1 − POL)Pbusy

ol . In traditional opportunistic spectrum access, when MBS
network is in a busy state, CPBS cannot communicate due to channel unavailability.
Therefore, outage performance of the CPBS is degraded. In this work, this problem
is solved by using another underutilized band, i.e., mmWave. It also improves the
performance of the system. Thus, when the MBS tier is in occupied state CPBS
serves by mmWave bands (e.g., 28 GHz or 38 GHz) with probability 1 − POL. As
conventional cellular band and mmWave band are two distinct frequency bands, as
a result, interference generated by CPBS may be adequately reduced for MBS net-
work when it operates in mmWave band. Thus, the outage probability of CPBS tier
is represented by

Pp
OM = POLPp

ol + (1 − POL)Pmw
o , (7.10)
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Here POL is denoted by Mishra et al. (2018) and Pmw
o is expressed by Mishra and

Trivedi (2019). Pp
ol is denoted by

Pp
ol =

m∑

t=0

(−1)t

(
m

t

)
e−sNpLIm

P
(s)LIp

P
(s), (7.11)

where s = btθprν
p

Pp
. ν andNp indicate the path loss exponent and noise power, respec-

tively. θp and rp represent SINR threshold and the distance between CPBS to the
mobile station, respectively. Laplace transform LIm

P
(s) and LIp

P
(s) are given by

LIm
P
(s) = e

−2πλM
ν

∑m
k=1 (

m
k)

(sTPM )
2
ν �(m−k+ 2

ν )�(k− 2
ν )

�(m) , (7.12)

LIp
P
(s) = e

−2πλp ′
ν

∑(m
k )

k=1
(sTPp)

2
ν �(m−k+ 2

ν )�(k− 2
ν )

�(m) , (7.13)

Proof: Proof of Pp
ol is similar to Eq. (7.7).

7.5.5 Total Outage Probability Analysis for CHCN

In conventional cognitive radio, LUN has a higher priority to access the spectrum,
whereas in a multi-tier cellular system with an open access policy, a mobile station
can be associated with the base station based on the tier association policy. In other
words, there is no concept of higher priority, i.e., all the mobile stations are LUs,
either it is associated with the MBS or CPBSs. In this work also, similar to Mishra
and Trivedi (2019), weighted cost functions are used to determine the tier association
probabilities. Therefore, tier selection probability of MBS tier TM can be calculated
as TM

TM +Tp
. Likewise, tier selection probability of CPBS tierTp may be given as Tp

TM +Tp
.

Using the tier association probabilities, the total outage probability of CHCN is given
by

Ptotal
OM = TMPM

o + TpPp
OM , (7.14)

where TM and PM
o indicate the tier association probability and tier outage probabil-

ities for MBS tier, respectively. Tp and Pp
OM are the tier association probability and

tier outage probabilities for CPBS tier, respectively.
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7.5.6 Area Spectral Efficiency and Energy Efficiency
Analysis

Using the definition of area spectral efficiency (Mishra et al. 2018; Mishra and Trivedi
2019) the area spectral efficiency for the MBS tier is expressed as

ASEM = λM [1 − PM
o ][log2(1 + θM )] (7.15)

Similarly, area spectral efficiency for CPBS tier when it operates in traditional UHF
band and mmWave band are given by

ASEp = λp[1 − Pp
ol][log2(1 + θp)] (7.16)

ASEmw = λmw[1 − Pmw
o ][log2(1 + θmw)] (7.17)

where θM is SINR threshold for the MBS tier. θp and θmw are SINR thresholds for
CPBS tier when it operates in traditional UHF band and mmWave band, respectively.
PM

o is outage probability of MBS tier.Pp
ol andPmw

o denote SINR outage probability of
CPBS tier when it operates in traditional UHF band and mmWave band, respectively.

Energy efficiency is given for CHCN as (Mishra et al. 2018)

EE = ASECHCN

λM PM
total + λpPp

total + λmwPmw
total

, (7.18)

where ASECHCN can be calculated by using the (7.15), (7.16), and (7.17). PM
total, Pp

total,
and Pmw

total are given by (7.4), (7.5), and (7.6), respectively.

7.5.7 Results and Discussions

In this section, different numerical results are illustrated based on the previous analy-
ses. It is assumed that mmWave link works in 28 GHz with 500 MHz bandwidth, and
the traditional cellular link operates in 900 MHz with 20 MHz bandwidth. Similar
assumptions have been considered in (Mishra and Trivedi 2019) also. The network
parameters that are used to calculate the numerical results are given in Table 7.1.

Figure 7.1 illustrates the outage performance of CPBS tier with respect to the SIR
threshold for different Pidle. In this figure, we have plotted two types of cognitive-
based networks, i.e., CHCN (when CPBS opportunistically exploits the MBS chan-
nels and underutilized mmWave channels) and traditional cognitive-based cellular
network (CCN, in which CPBS opportunistically utilizes only the MBS channels for
the communication). As expected, the outage performance of the network deterio-
rates with the increase in the SIR threshold of the CPBS tier. It may be seen that
outage performance of the CPBS tier for CCN provides the worst performance as
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Table 7.1 Network Parameters

Parameters Values

λM , λp, λmw 10−6m−2, 5 × 10−5m−2, 5 × 10−5m−2

λb 0.001 m−2 (Biswas et al. 2016)

θmw , θM , θp 0 dB

PM , Pp, Pmw 20 W (Soh et al. 2013), 1 W, 1 W (Tao et al. 2013)

τM , τp 4.7, 8.0 (Soh et al. 2013)

ν 3.5

νl , νn 2, 4 (Thornburg et al. 2015)

PM
SP , Pp

SP , Pmw
SP 130.0 W, 4.8 W, 4.8 W (Soh et al. 2013)

Pp
SS 0.1 W

rM , rp, rmw 300 m, 50 m, 50 m

Ts, Td 0.2, 0.8
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Fig. 7.1 Outage probability versus SIR threshold for CPBS tier with m = 1 (Rayleigh fading)

compared to CHCN. However, in CCN, for the idle state of the MBS network, CPBS
tier opportunistically utilizes the free channels of the MBS tier, whereas if MBS
network is in the busy state (i.e.,Pidle = 0), then the SIR outage probability of CPBS
network becomes one because of the channels unavailability; as a result, poor outage
performance is noted as compared to the CCN. In CHCN, when free channels of MBS
tier are not available for communication, CPBS exploits mmWave band to establish
the communication link. Consequently, improved outage performance is achieved
(as demonstrated graphically in Fig. 7.1 ). In CHCN, Pidle = 0.5 indicates that 50%
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Fig. 7.2 Total outage probability versus SIR threshold

time MBS network is in the idle condition, and CPBS is working with the cellular
band and remaining 50% time when MBS network is in the busy state, CPBS utilizes
mmWave band. Numerical values of outage probabilities of CPBS tier for CHCN
and CCN under Pidle = 0.5 and θp = 0dB are 0.3928 and 0.7761, respectively.

In Fig. 7.2, total outage probabilities of CHCN and CCN under open access mode
are demonstrated for differentPidle. The total outage performance of CHCN provides
a better result as compared to CCN. Numerical values of outage probabilities for
CHCN and CCN are 0.3791 and 0.7485, respectively. Pidle = 0.5, and θp = 0dB are
considered for calculating these results. Justifications of these results are similar to
the results, as described in Fig. 7.1 with reference to CPBS tier outage performance.
Figure 7.3 represents the relation between outage probabilities and CPBS densities
for CHCN and CCN. Figure 7.3 reveals that interference created by the growing
density of the CPBS noticeably impairs the outage probability of CHCN and CCN.
As the density of the CPBSs increases, co-tier interference of the network severely
affects the performance of the network. It is also seen that CHCN offers better
outage performance. For instance, outage probability of the CHCN and CCN for
SIR threshold of 0dB and λp = 3 × 105 m−2 are 0.3086 and 0.6779, respectively.

Area spectral efficiencies of the CHCN, CCN, and UHF-based single-tier network
(USTCN) are compared in Fig. 7.4. It is noted that ASE of CHCN provides better area
spectral efficiency as compared to CCN, and USTCN. Explanation of these results
is similar to the results of Fig. 7.1. For SIR threshold of 0 dB, numerical values
of area spectral efficiency are 2.929 × 10−5 bps/Hz/m2, 1.083 × 10−5 bps/Hz/m2,
and 5.941 × 10−7 bps/Hz/m2 for CHCN, CCN, and USTCN, respectively. It may
be seen that the area spectral efficiency of the system improves with the increasing
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values of the SIR threshold. It is interesting to mention that a high SIR threshold
corresponds to high link spectral efficiency. However, larger values of SIR threshold
(beyond a particular SIR value) also result in increased outage probability; hence,
area spectral efficiency diminishes after that value of the SIR threshold.

In Fig. 7.5, energy efficiency of the CHCN and CCN is studied. However, in
Fig. 7.5, we consider only the operating power of the corresponding base stations to
evaluate the energy efficiency of CHCN and CCN. This is because of the unavail-
ability of the exact values of the embodied power for MBS, CPBS, and mmWBS in
literature. It can be observed that similar to the area spectral efficiency (as shown
in Fig. 7.4), energy efficiency of the network also improves with SIR threshold for
specific value. It is also observed that energy efficiency of CHCN provides better
energy efficiency performance as compared to CCN. For SIR threshold of 0 dB, the
numerical values of energy efficiency are 0.02241 and 0.009437 bits/J for CHCN
and CCN, respectively.

7.6 Future Research Directions

This section presents outlines for future work that are possible extensions of the work
reported in the literature. We expect that these research directions may be explored to
enhance the performance of the network and for better and more practical analysis.
Suggestions for future research are listed below:
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• In most of the existing research works, mmWave base stations are distributed by
HSPPPs to develop the mathematical framework using distinct physical layer tech-
niques. HSPPP is the general point process to characterize the cellular networks.
However, to provide better modeling and more accurate analysis, it is essential to
choose point processes that carry the properties of cellular networks with practi-
cal network models. Some other point processes, such as Matérn hardcore point
process and Poisson cluster point process, offer more realistic and exact modeling
for the mmWave-based cellular networks. Therefore, one fundamental research
direction is to extend the analyses for a more practical point process, including
Matérn hardcore point process, Poisson cluster point process, which can capture
more accurately the characteristics of the cellular networks. Similarly, inhomoge-
neous Poisson point process (IPPP, also known as non-stationary PPP) is useful
to model the network with spatially varying intensity. Hence, for a more realistic
study, consideration of IPPP could be another new research problem.

• In the present works, locations of the mmWave transmitting nodes and blockages
are distributed as independent HSPPP with different densities. However, in a real-
istic scenario, locations of some base stations and obstructions may be correlated
(Bai and Heath 2015). Therefore, existing analysis can be extended by considering
the correlation between mmWave base station and blockages.

• Hybrid sub-3GHz and mmWave-based network may be one approach for bet-
ter exploitation of this band. However, some issues arise due to the propagation
characteristics of mmWave and random deployment of the mmWave transmitters.
These issues are: What should be the mobile station association strategy for the
hybrid cellular network? What should be the spectrum sharing scheme? What
should be the spatial modeling approach for the hybrid cellular network? These
questions motivate to rethink and re-investigate the traditional policy of accessing
the radio resources and association rules for such a hybrid system.

• mmWaves signal transmission characteristics depend on the operating frequency
and scenarios. Even with the extensive experiments/trials performed in the 28
GHz, 38 GHz, E bands, the transmission mechanism of a broad mmWave band
remains unidentified. Similarly, different scenarios are also needed to examine, for
instance, crowded open market and streets, indoor/outdoor sports hall, airports,
railway stations, etc. Therefore, theoretical and experimental analysis of different
mmWave bands and scenarios are essential research direction. Furthermore, the
transmission mechanism of mmWave with advanced physical layer techniques,
such as NOMA, cognitive radio, intelligent reflecting surface, and full duplexing,
needs to be investigated for mmWave bands.

• Coverage/outage probability is an essential performance metric in cellular net-
works for analyzing the performance of the system. However, recent researches
suggest that in multi-tier mobile networks, user experience depends on the
application-level data rate. In most of the literature, coverage/outage probabil-
ity is determined based on the received signal strength at the tagged mobile user.
This may be extended via analyzing coverage/outage of the system based on the
aggregate data rate over some threshold, which is the more appropriate defini-
tion of coverage/outage for multi-tier cellular networks. Besides, another possible
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extension is evaluation and investigation of the other necessary performance mea-
sures such as ad secrecy outage and performance measures related to the handover
procedures such as cell boundary cross rate and cell dwell-time for mmWave
systems.

• Spectral efficiency, energy efficiency, and deployment cost-efficiency optimization
results available in the literature are mostly for the shared spectrum-based multi-
tier network or cognitive-based ad hoc network. Hence, spectral efficiency, energy
efficiency, and deployment cost efficiency of the mmWave-based cellular network
and the relationship between spectral efficiency and energy efficiency, and spectral
efficiency and deployment cost efficiency could be an interesting analysis.

• Optimal density analysis: Dense and unplanned deployment of low-power base
stations raise essential issues about spectral and energy efficiency, whether they
increase continuously or decrease or saturate at a certain point due to increasing
interference and transmission impairments. Therefore, it is interesting to under-
stand the consequence of the increasing density of the mmWave small base stations
on system performance.

• MIMO has already proved its ability to gain better spectral efficiency for different
wireless networks. Therefore, MIMO is a crucial part of the various wireless stan-
dards. However, due to the small dimension of the mobile devices, only a limited
number of antenna elements may be placed at the receiving nodes. As a result,
further improvement in the throughput of cellular systems is difficult with the
traditional transmission frequency, i.e., the UHF band. On the other hand, recent
findings indicate that some mmWave bands are feasible for cellular communi-
cations, and the cellular network infrastructure should be expanded correspond-
ingly. Accordingly, using the small wavelength characteristics of the mmWave,
we can fix a large number of antenna elements on a relatively small physical area
at the transmitting and receiving nodes to employ massive MIMO and adaptive
beamforming. In massive MIMO, a huge number of antennas are placed at the
transmitting node and receiving node to transmit accurately concentrated energy
to the receiving node resulting in lower propagation losses and higher spectral
efficiency. Current research on mmW transmission suggests that array sizes of
32–256 antenna elements at the transmitting node and 4 to 16 antennas at the
mobile station are suitable for mmWave-based MIMO systems (Andrews et al.
2017; Hong et al. 2014). These vast numbers of the antennas in a small physical
area are possible because of the small wavelength of mmWave and recent findings
in antenna circuit design (Hong et al. 2014). Although, these large arrays cannot
be exploited for mmWave in a similar approach as they utilized for the conven-
tional cellular bands. In the existing cellular networks, precoding and combining
are achieved at the baseband using digital signal processing. But, such fully digital
processing is difficult to perform at mmWave signals with broad bandwidth and a
massive number of antenna elements (Andrews et al. 2017). Therefore, a typical
MIMO system that assigns a radio frequency chain for all antennas is not easy to
realize. Hence, one possible extension of existing works with a massive MIMO
approach could be the analysis of different types of beamforming, such as analog
beamforming, digital beamforming, and hybrid beamforming at receiving nodes.
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This may give insights that MIMO architectures are suitable for mixed cellular
networks. Furthermore, most existing works on mmWave networks assumed that
perfect channel state information at the base station. Therefore, investigating the
impact of imperfect channel information could be significant future work. Fur-
thermore, incorporating a massive MIMO concept with a mixed cellular network
and developing a mathematical framework could be another extension.

• In wireless communication, the optimization problem may be classified into two
categories, i.e., statistical optimization and instantaneous optimization problem.
Instantaneous optimization evaluates the optimal value of the instantaneous system
parameters, such as allocation of the channel and power, and mode of operation.
It assures optimal network performance at any time. On the other hand, statistical
optimization determines the statistical system parameters, such as the base station
density and distribution for channel gains, and gives the best-averaged network
performance. Existing works could be extended for the instantaneous parameter
optimization and statistical optimization to optimize the network from the per-
spective of network operators.

• In most of the current literature to keep the analysis tractable and straightforward,
assumed that mobile users are either an indoor user or it is not moving much when
the outdoor scenario is considered. However, handover is a necessary character-
istic/process in the cellular network, and the existing work can be extended with
the consideration of the handover condition for more accurate analysis.

7.7 Conclusion

This chapter provided a comprehensive overview of growing mmWave-based 5G and
beyond cellular system. We reviewed mmWave channel transmission characteristics
and challenges associated with mmWave-based cellular networks. Furthermore, we
presented useful insights related to mmWave channel modeling and deployment
based on the study of existing measurement/trials performed by different research
groups and industries. Besides, we provided an overview of the relevant system
design guidelines, e.g., identification of the system scenario, operating frequencies,
blockages, considerations of multipath fading, etc. This chapter also proposed a
hybrid cellular network using the cognitive radio approach and mmWave band for
future mobile networks. An analytical framework is developed to determine the out-
age probability, area spectral efficiency, and energy efficiency of the system. As the
analysis of the cellular networks by considering the random network topology is
more practical than the conventional grid-based system, particularly for multi-tier
deployment, therefore, theoretical expressions for outage probability are derived by
using the tools from stochastic geometry. We expect that useful insights gained from
this chapter will be helpful for solving some of the challenges associated with the
mmWave-based 5G and beyond networks. It is also expected that the theoretical
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framework developed in this work will continue to be improved and may be consid-
ered as a baseline model to establish more spectral and energy efficient systems by
employing different strategies.
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Chapter 8
Multi-user Full-Duplex Two-Way
Relaying Systems with User Mobility

Prasanna Raut and Prabhat Kumar Sharma

Abstract In the last decade, the wireless inband full-duplex (FD) communications
have been extensively studied to make a better use of available spectral resources.
The FD communication allows the simultaneous transmission and reception on the
same frequency band within the same device, which theoretically doubles the spectral
efficiency. Moreover, FD multiple user communication assisted by spectral efficient
bidirectional relays provides better coverage, better diversity gains, and improved
capacity performance. This chapter examines the recent works done in the area of
mobile multi-user FD relaying systems from the physical layer perspective. This
chapter begins with the comparison of traditional half duplex techniques with the
recently developed FD radios and the modeling of residual self-interference at the
FD node. Further, recent works related to the half-duplex and/or FD, two-way and/or
one-way relaying where the impact of user mobility is taken into account are dis-
cussed in detail. Moreover, this chapter surveys the multi-user systems, and the per-
formances of various multi-user scheduling schemes are compared in detail. Finally,
this chapter includes some applications of FD relaying with short-packet commu-
nication for its possible applications in mission-critical applications such as virtual
reality, autonomous driving, telemedicine, etc.

Keywords Full-duplex · Multi-user systems · Two-way relaying · Residual
self-interference · Mission-critical applications

8.1 Introduction

Wireless devices are increasingly spreading in modern-day life. With the increase in
mobile phones, streaming live videos through base stations, computers, and laptops
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connecting to the wireless fidelity (Wi-Fi) network, the upcoming wireless communi-
cation systems (WCS) are demanding higher speed and higher network availability
(Ericsson 2019). Despite of the plethora of research and the advancements in the
design of WCS over the last few decades, current WCS still experience the problems
such as poor connection and performance loss. Having a strong signal on the Wi-Fi
connection of a laptop or a cellular phone and still unable to load the requested page
in a Web browser or mobile application can be a good example of such problems.
Moreover, in the crowded wireless environments, such problems are much more fre-
quent and noticeable. Hence, design and analysis of WCS are of utmost importance
from the implementation perspectives.

Electromagnetic wave-based wireless radio transmission has been invented back
in eighteenth century (Maxwell 1865). The first wireless telegraphy system con-
structed by Guglielmo Marconi in 1800s initiated the modern wireless communica-
tion (Klooster 2009). The demonstration of wireless radio communications by the
scientist N . Tesla triggered the era of radio development. The way of information
transmission and the applications of radio has been changed drastically right from the
first telegraph to the first wired/wireless phone, and even to the current and upcoming
digital cellular devices. The key application of wireless radio earlier was to ensure the
transmission of information at far distance and with wide range. The role of wireless
devices is increasing drastically in our day-to-day life. The key application of wire-
less radio earlier was to ensure the transmission of information at larger distances
emphasizing on voice messages or voice signals. In contrast, with the rapid growth
of wireless communication in recent past, data traffic has taken over the voice traffic
and has increased in the recent years exponentially (Ericsson 2019).

The current and upcoming WCS [fifth generation (5G) and beyond] are expected
to deal with the challenges faced by the existing systems. These challenges mainly
include the high data rate transmission due to immense hike in the deployment
of multimedia applications and the way people are looking forward to the Inter-
net. Moreover, the upcoming WCS are also expected to fulfill the requirements of
various practical use cases. These cases mainly include enhanced mobile broad-
band (eMBB), ultra-reliable low-latency communications (URLLC), and massive
machine-type communications (mMTC) (Al-Fuqaha et al. 2015; Abedin et al. 2019;
Liu et al. 2017; Sutton et al. 2019; Bockelmann et al. 2016). eMBB is an extended
version of conventional MBB in terms of enhanced or improved capacity, data rates
and coverage (Abedin et al. 2019; Liu et al. 2017). For coming mission-critical
applications with high reliability and low-latency requirements such as virtual real-
ity, industrial Internet, smart grids, infrastructure protection, tele-medicines, intelli-
gent transportation systems (Sutton et al. 2019), the URLLC has become the basic
requirement and key enabler. Lastly, mMTC is need to deal with the upcoming 5G
Internet-of-things (IoT) scenario demanding higher network density with billions of
devices and sensors connected to each other (Al-Fuqaha et al. 2015; Bockelmann
et al. 2016).

In most of the WCS, duplex techniques are used as available resource (frequency,
time, etc.)-sharing solutions. Currently deployed WCS employ devices which use
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either a time-division duplex (TDD) or frequency-division duplex (FDD) approach
to differentiate the wireless transmission and reception of signals.

• FDD-enabled WCS use two different channels or frequency bands which are sep-
arated by a sufficient amount of guard band. The guard bands help to rectify the
interference that exists between the transmitter and receiver.

• In contrast, a single frequency band for transmission and reception is used in TDD.
The TDD shares that single frequency band by assigning different time slots to
transmitter and receiver.

Given the scarcity and expense of spectrum, FDD requires double the spectrum
compared to TDD. However, FDD is widely adopted in cellular communication (e.g.,
the global system for mobile (GSM) system). Few system employs the 869–894 MHz
band, i.e., 25-MHz band as the downlink (DL) spectrum (from the base station to the
phone) and the 824–849 MHz band as the uplink (UL) spectrum. TDD is adopted in
most of the wireless data transmission like WiMAX (Worldwide Interoperability for
Microwave Access), Wi-Fi, Bluetooth, or even ZigBee. Though TDD seems to be the
better choice, FDD is comprehensively implemented due to the prior frequency spec-
trum assignments and its applications in current and earlier wireless technologies.
However, when it comes to the radio resource utilization and medium access, FDD
or TDD is ineffective. FDD which demands the paired spectrum for UL and DL is
incompetent to fulfill the demand of flexible spectrum access. TDD which requires
isolated time slots for UL and DL connection is ineffective in real-time physical
communications. One possible way to deal with this issue of uneven channel use in
TDD without the requirement of extra bandwidth requirement with FDD can be the
design of a radio that can transmit and receive information using the same carrier
frequency at the same time instant.

8.2 Practical Full-Duplex

Compared to the currently deployed WCS which operates in half-duplex (HD) mode
using either TDD or FDD technique, the full-duplex (FD)-enabled radios are twice
efficient in terms of spectral efficiency. The reason behind this fact is that there is
no need to share the resources between transmission and reception, and hence, there
is full availability of time–frequency resource for both. This effectively doubles
the resources. The FD mode ensures that one allocated spectrum can be used for
transmission and reception at the time instant in such a way that the demands of
utilization of resources and flexible access to the medium can be achieved unlike the
case of either FDD or TDD. Thus, recently developed FD radio which can double
the spectral efficiency has started gaining the research attention in the recent past.
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8.2.1 Key Challenge

The wireless transmission fades and attenuates significantly over large distance. The
signal received from a own transmitting antenna of a node (local signal) is very much
stronger, practically thousands of times, than the signal received from other nodes
transmitting antenna using the same frequency. This reveals that the key challenge
in design and implementation of a single channel FD wireless radio is mitigating or
canceling the self-interference (SI) signal received from its own transmitting antenna.

8.2.1.1 The Full-Duplex Self-Interference

The FD radios have been widely investigated in the plethora of recent literature due
to the ability of improving the spectral efficiency and to compensate the capacity
loss by the factor of 1/2 compared to HD systems. The FD radios, however, are more
prone to the SI between the local transmit and receive antennas. This significantly
limits the system achieving double performance. The strength of SI in FD devices
can be 60–90 dB (decibel-watts) higher than the signal of interest. With this high
amount of SI, almost all the available SI cancelation techniques cannot minimize
this huge amount of interference (Li et al. 2017; Sharma and Garg 2014). Despite of
the advancement in SI cancelation techniques and algorithms, entirely attenuating the
SI is an impossible task. Based on the empirical results in Duarte et al. (2012), around
70 dB of SI cancelation is insufficient for the interference to be in acceptable noise
levels. Due to this fact, the modeling and characterization of residual self-interference
(RSI) (SI that remains after SI cancelation techniques) have an critical role to play
in the design and performance evaluation of FD enabled wireless communication
systems.

8.2.1.2 Self-interference Mitigation/Cancelation Techniques

A lot of efforts have been made to minimize or to cancel the SI imposed by the
FD radio. Till date, researchers worldwide have proposed many schemes to mitigate
or cancel SI at FD node to great extent. These schemes mainly include antenna
cancelation (Choi et al. 2010), passive SI suppression (PSIS) (Everett et al. 2014;
Aryafar et al. 2012), and active SI cancelation (ASIC) (Duarte et al. 2014).

• In the SI suppression method with antenna cancelation, multiple antennas are
deployed to ensure the received RF signals add destructively, or to get a signal with
internal phase shifting by 180◦ (an inverse version of the signal). The important two
antenna cancelation schemes include antenna cancelation based on λ/2 spacing
and based on symmetry (Choi et al. 2010).

• The electromagnetic isolation-based techniques are used in PSIS SI cancelation
method to mitigate the power of the signal interfering from its local transmitter
to the local receiver. These techniques primarily include absorptive shielding,
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directional antenna, antenna polarization, antenna separation, etc. (Everett et al.
2014; Aryafar et al. 2012). In the near-field wireless communications scenarios, the
absorptive shielding and antenna polarization can provide almost 25 dB absorption
(Everett et al. 2014) and 10 dB SI isolation (Aryafar et al. 2012), respectively.
Antenna separation can result in approximately 40 dB of interference suppression
with 30 cm of transmitter and receiver antenna separation. Directional antenna can
achieve around 38 dB of interference suppression and the amount of suppression
critically depends on the configuration of antenna (Everett et al. 2014).

• ASIC technique highly relies on the knowledge of its own transmitted signal.
Based on the scenario of adoption of SI cancelation in the radio receiver (i.e.,
before or after the analog-to-digital converter), the ASIC is primarily divided
into two categories: active analog SI cancelation and active digital SI cancelation
(Duarte et al. 2012, 2014).

8.2.1.3 Characterization of the Residual Self-interference

The modeling and characterization of RSI at FD node primarily depend on the inter-
ference cancelation capabilities and algorithms. Based on the proposed empirical
results on FD wireless communication system (Duarte et al. 2012), the SI channel
can be modeled as rice distribution (having small Rician parameter K values, i.e.,
K ≤ 7 dB before active SI cancelation and K ≤ 3 dB after active SI cancelation) than
Rayleigh distribution. This is due to the fact that the Kullback–Leibler distances
observed from results are lesser for the Rice distribution.

One more reason to characterize the RSI as a Rice distribution is the significantly
large power difference between the RSI signal and the signal of interest. This power
difference occurs possibly due to the presence of line-of-sight (LOS) component
between local transmit and local receive antennas. Even with the availability of
better and efficient SI suppression techniques, the fact of presence of multipath
component cannot be neglected. In the absence of LOS, the SI channels can be
modeled as Rayleigh distributed random variable. Contrary, in case of presence of
LOS component, Rician distribution is better fit.

8.2.2 Opportunities

Cellular, Wi-Fi, Bluetooth, and femto-cell networks are undoubtedly the most com-
monly used wireless networks these days. Out of these, cellular network was the
first deployed technology. It operates in the range of few kilometers and uses low
transmit powers [almost 30 dBm (decibel-milliwatts)] for mobile devices. For these
values of transmit powers and distances between communicating mobile devices,
canceling the SI enough to enable FD wireless communications is infeasible. Thus,
the practical deployment of FD wireless communications remained the paradigm for
design and development of current and upcoming WCS.
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Fig. 8.1 Practical use cases and examples of related applications where FD communication can be
possibly deployed (Ericsson 2019)

In contrast, Wi-Fi, Bluetooth, and femto cells require lower transmission pow-
ers and less distance between communicating devices with the same size and equal
or sometimes increased computation power of mobile devices compared to cellular
networks. This implies that the power differential between the SI and the expected
signal will be lower for FD communications in Wi-Fi, Bluetooth, or femto-cell net-
works compared to the FD cellular network. Thus, practical FD systems are feasible
for various applications in Wi-Fi systems and have many advantages in Bluetooth
and femto-cell networks. Moreover, as can be seen from Fig. 8.1, FD communication
can possibly be applied for important used cases of upcoming WCS which include
enhancing the spectral efficiency for eMBB, reducing the latency requirement for
URLLC, and providing dense connectivity for mMTC.

8.3 Multi-user Full-Duplex Relaying

8.3.1 Literature Review

In recent past, the limited spectrum resources are used to satisfy the increasing data
rate demands. Current and upcoming wireless applications such as fourth generation
(4G) and 5G insist high data rates, larger network capacity, higher spectral efficiency,
better energy efficiency, multi-user diversity gains, and more mobility. To fulfill such
purpose of upcoming WCS, many promising technologies such as two-way (TW)
relaying (Liang et al. 2013; Zhang et al. 2016; Raut et al. 2019a, b), FD radios (Li
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et al. 2017; Sharma and Garg 2014; Raut et al. 2019a, b), multi-user communication
(Li et al. 2017; Zhang et al. 2012; Lei et al. 2013; Jang and Lee 2010; Joung and
Sayed 2010; Raut et al. 2019a, b) have been recommended in the literature (and the
references therein). The traditional duplex techniques use frequency or time as a
resource-sharing solutions. However, recently, FD radio was introduced which can
achieve transmission and reception on the same carrier frequency, simultaneously,
which in result doubles the spectral efficiency unlike the traditional duplex options.
Currently, to halve the number of time slots required for information exchange com-
pared to one-way relaying (OWR), TWR has been emerged as efficient technique
for exploiting spatial diversity with non-line-of-sight communication and has been
adopted in literature (Zhang et al. 2016; Liu and Kim 2010; Li et al. 2017; Raut et al.
2019a, b) widely to improve the performance of the WCS. Further, in 4G wireless
communications networks, relay-aided communication has emerged as an effective
way to provide the information exchange between the cell-edge users (Hoymann
et al. 2012; Xia et al. 2016). The field test results provided in Gan et al. (2012)
demonstrate that a relay station can significantly increase the indoor received signal
power, and hence is a good way to improve outdoor to indoor coverage.

In literature, amplify-and-forward (AF) and decode-and-forward (DF) are the two
most common adopted relaying strategies (Liang et al. 2013; Zhang et al. 2012, 2016;
Sharma and Garg 2014; Li et al. 2017; Lei et al. 2013; Jang and Lee 2010; Joung
and Sayed 2010; Raut et al. 2019a, b). In AF relaying, relay simply broadcasts the
amplified version of received signal with proper amplification factor. In contrast, the
received signal is decoded first in DF-based relaying strategy. Later, relay broadcast
the re-encoded version of the decoded signal. Sharing the antennas among users
via relaying, the channel capacity can be increased and full diversity gain can be
achieved. Recently, most of the works done in FD relay-aided communication con-
sidered single-source single destination scenario (Liang et al. 2013; Zhang et al. 2016;
Sharma and Garg 2014). However, in the modern WCS, there is always possibility
of multi-user environment (Li et al. 2017; Zhang et al. 2012; Lei et al. 2013; Jang
and Lee 2010; Joung and Sayed 2010) to exploit the multi-user diversity gains. The
multi-user diversity also helps to improve the performance of highly dense cellular
networks that have limited resources. Because of these numerous benefits, the multi-
user relay-aided FD communication has received great interest of the researchers
worldwide in the design of the upcoming wireless communications networks.

8.3.2 Work Done and Results

In Cui et al. (2014) and Yang et al. (2015), the two-way (Cui et al. 2014) and one-way
(Yang et al. 2015) FD relay systems with AF relaying protocol are analyzed and are
optimized with multi-relay scenario. The performance of the system was analyzed by
evaluating bit error rate, outage probability, and system capacity. In Sharma and Garg
(2014), the bit error rate and system outage probability performances of a DF-based
two-hop relaying system is analyzed. The results in Cui et al. (2014), Yang et al.
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(2015), and Sharma and Garg (2014) infer that the RSI at FD node can significantly
impact the performance of FD-based relaying systems. The closed-form expressions
and the approximations for a multi-user multi antenna AF relaying system with the
assumption of co-channel interference, feedback delay, etc., were derived in terms
of the outage probability and average symbol error rate Huang et al. (2014). The
impact of various parameters was studied, and the findings of Huang et al. (2014)
give insightful information related to the impact of feedback delay on the diversity
order of the system.

Multi-user system scenario consists of multiplex users exchanging information
with the aid of a one or more bidirectional relays. Multi-user communication assisted
by the spectral efficient bidirectional relays provides diversity gains and improved
capacity performance (Li et al. 2017; Ding et al. 2011; Lei et al. 2013; Jang and
Lee 2010). Numerous multi-user scheduling schemes are proposed for the purpose
of selection of a user pair in all the present N pairs (Li et al. 2017; Ding et al. 2011;
Jang and Lee 2010). The choice of a scheduling scheme depends on the trade-off
between its performance and fairness of its service to the users. Generally, a relay
serves a selected (or scheduled) user pair with traditional HD transmission in four
time slots, whereas the number of time slots with FD transmission mode reduces to
two. Thus, FD relay can serve twice more number of user information exchanges in
a given time slot in multi-user communication.

The multi-user scenario was initially studied in cellular networks (Li et al. 2017;
Ding et al. 2011; Lei et al. 2013; Jang and Lee 2010), where N users compete for the
relay node to send the data to a base station. The authors in Ding et al. (2011) and Lei
et al. (2013) studied the user selection schemes by exploiting channel correlation to
select one among N user pairs. In Jang and Lee (2010), authors analyzed a scheduling
scheme for two-way relaying scenario where single-source N destination system was
applied in cellular communication to enhance the quality of the communication path
between the users and the intermediate stations. The outage performance of N−N
FD multi-user TWR system was evaluated in Raut and Sharma (2018) with optimal
scheduling scheme and Rayleigh faded RSI. The system average rate and system
outage probability of one-way and two-way relaying systems were evaluated in Zhang
et al. (2016). Authors in Li et al. (2017) evaluated performance of various multi-user
scheduling schemes such as random scheduling, maximum-minimum scheduling,
optimal scheduling. The performance was analyzed in terms of the outage probability
(Li et al. 2017).

The IoT has emerged as an efficient technology that allows the devices, various
objects to receive and send the data using software, sensors, etc. IoT has gained a
significant interest in the recent past as it can connect various objects and devices
with computer-based systems to improve their efficiency. The coming era of wireless
communication will be highly dependent on the evolution of IoT technology. IoT
will play a significant role where the reliability, and the latency will be of utmost
importance. One such example can be of mission-critical applications such as factory
automation, tele-medicines, virtual reality. For these reasons, the IoT-enabled ultra-
reliable and low-latency communication (URLLC) has attracted significant interest
of the research community (Hu et al. 2016a, b, 2019; Gu et al. 2018; Wang et al.
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2019). In URLLC, the short-packets with finite blocklength codes (FBC) are adopted
to ensure the low-latency (LL) and ultra-reliability (UR) requirements (Hu et al.
2016a, b; Gu et al. 2018; Wang et al. 2019).

The challenging aspect of IoT-enabled mission-critical communication is the bat-
tery constraints of smart nodes. Particularly, replacing or recharging the batteries is
inconvenient and demands high cost for IoT scenarios. Thus, the energy harvesting
(EH) has emerged as a viable solution to this issue (Hu et al. 2019; Boshkovska
et al. 2015). The EH employs simultaneous wireless information and power trans-
fer (SWIPT) through extracting the ability of radio frequency (RF) signals to carry
both information and energy (Hu et al. 2019; Boshkovska et al. 2015; Haghifam
et al. 2016). In the linear EH method, the amount of energy harvested by a node lin-
early increases with the input power (Hu et al. 2019); in contrast, the nonlinear EH
model considers the constraints on minimum and maximum energy to be harvested
(Boshkovska et al. 2015). Thus, the nonlinear EH models are more practical.

The mobility of users, which leads to the time-varying channels (Khattabi and
Matalgah 2016, 2015), plays an important role in the performance analysis of any
practical communication system. In such situations, the estimation of channel coef-
ficients at the receiver becomes a critical task. The impact of the imperfect channel
state information on the error and outage performance of a multi-relay system with
lower user mobility was investigated in Khattabi and Matalgah (2016) for HD mobile
nodes. Moreover, the impact of outdated channel estimation was studied in Khattabi
and Matalgah (2016) and Khattabi and Matalgah (2015). Authors in Khattabi and
Matalgah (2016) considered the time-selective nature of communication links due to
the mobility of relay. Based on pilot signal transmission method, a channel estimation
method was derived. The outage performance of the FD multi-user communication
system with user mobility was evaluated in Raut and Sharma (2019), and various
insights regarding the impact of RSI and mobility were obtained.

With the help of Jake’s mobility model, the correlation parameter of the time-

varying channel links hAj and gAj is given by ρAj = J0

(
2π f VAj

cRs

)
. In a similar way,

for channels hBj and gBj , ρBj = J0

(
2π f VBj

cRs

)
. Here VAj , VBj represents the mobility,

f is carrier frequency, c is speed of light, Rs is transmission symbol rate, and J0

represents zeroth-order Bessel function of first kind. With the assumption of time-
selective fading, the node estimates the channel coefficients over first signaling period
as ĥAj (1), ĥBj (1), ĝAj (1), ĝBj (1), with the help of a pilot signal. Hence, hAj , hBj , gAj ,
and gBj for m-th signaling position are represented as

hUj (m) = ρm−1
Uj

(
ĥUj (1) + hεUj

(1)
)

+
√

1−ρ2
Uj

m−1∑
l=1

ρm−l−1
Uj

eh
Uj

(l),

gUj (m) = ρm−1
Uj

(
ĝUj (1) + gεUj

(1)
)

+
√

1−ρ2
Uj

m−1∑
l=1

ρm−l−1
Uj

eg
Uj

(l), (8.1)
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Fig. 8.2 Considered multi-user FD TWR system. A scheduled FD user pair Ai and Bi exchanges
the information with help of FD relay (Raut et al. 2019a)

where {U } ∈ {{A}, {B}}, ĥUj and ĝUj are the estimated channel coefficients and are
distributed as zero mean circularly symmetric complex Gaussian (ZM-CSCG) with
variances σ 2

ĥUj

, σ 2
ĝUj

, respectively. hεUj
and gεUj

are the estimation errors and are dis-

tributed as ZM-CSCG with variances σ 2
hεUj

, σ 2
gεUj

, respectively. The random processes

eh
Uj

(l), eg
Uj

(l) are the varying components of the associated links hUj , gUj and are dis-

tributed as eh
Uj

(l) ∼ CN
(

0, σ 2
eh

Uj

)
, eg

Uj
(l) ∼ CN

(
0, σ 2

eg
Uj

)
, respectively.

Consider a system shown in Fig. 8.2. The users A1 to AN are exchanging the
information with the paired users B1 to BN , j ∈ {1, 2, . . . , N }, with the aid of a
two-way FD relay R. All the user nodes are assumed to be mobile with the relative
speed between Aj and R (Bj and R) denoted by VAj (VBj ). The channel coefficients
between the node Aj and R (R and Aj) are represented as hAj (gAj). Similarly, the
channel coefficients between the nodes Bj and R (R and Bj) are represented as hBj

(gBj). We assume that all the block-fading channels are subject to independent and
non-identically distributed (i.ni.d.) complex Gaussian fading (Rayleigh envelope).
Finally, the channel coefficients hAAj , hBBj , hRR represent the Rician distributed RSI
channels at the nodes Aj, Bj, and R, respectively. Based on scheduling criterion, the
relay selects a i-th user pair (Ai−Bi) in every time slot. The entire relaying operation
is divided into two phases. First in the multiple access channel (MAC) phase, the
users Ai and Bi from the i-th selected user pair simultaneously transmit their data to
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R. Then, after some signal processing (discussed in detail in following sections), R
broadcasts the received signal to Ai and Bi in the broadcast (BC) phase.

In other words, the users Ai and Bi simultaneously send signals XAi and XBi ,
respectively, to the relay node R (MAC phase). We denote the transmission power of
user nodes Ai, Bi as PAi = E{|XAi |2}, PBi = E{|XBi |2}, respectively. Using (8.1), the
received signal at the relay node in k-th time slot is given by

YR[k]=√
PAiρ

m−1
Ai

ĥAi (1)XAi [k] +√
PBiρ

m−1
Bi

ĥBi (1)XBi [k]
+√

PAiρ
m−1
Ai

hεAi(1)XAi [k] +√
PBiρ

m−1
Bi

hεBi(1)XBi [k]
+ √

PAiφ
h
Ai

(m)XAi [k] + √
PBiφ

h
Bi

(m)XBi [k]
+ nR[k] + √

PRhRR(m) tR[k], (8.2)

where tR[k] is the signal transmitted by R with instantaneous power PR in k-th time
slot.

Based on the relaying scheme (AF or DF), the relay R broadcasts the re-encoded
or amplified signal tR to users Ai and Bi with transmission power PR = E{|tR|2} (BC
phase). Using (8.1), the signals received at nodes Ai, Bi in k-th time slot can be
written as

YAi [k] =√
PRρm−1

Ai
ĝAi (1)tR[k] + √

PRρm−1
Ai

gεAi
(1)tR[k]

+ √
PRφ

g
Ai

(m) + nAi [k] + √
PAi hAAi (m) tAi [k] ,

YBi [k] =√
PRρm−1

Bi
ĝBi(1)tR[k] + √

PRρm−1
Bi

gεBi
(1)tR[k]

+ √
PRφ

g
Bi

(m) + nBi [k] + √
PBi hBBi (m) tBi [k] , (8.3)

respectively, where the terms φ
g
Ai

(m) and φ
g
Bi

(m) are defined in (8.1), and nAi [k] ∼
CN(0, σ 2

Ai
), nBi [k] ∼ CN(0, σ 2

Bi
) represent the AWGN at users Ai, Bi, respectively.

tAi [k], tBi [k] are the signals transmitted by users Ai, Bi, respectively.
Using the statistics of SINR of the physical layer signals, the symbol error proba-

bility (SEP) of the i-th scheduled user pair for different modulation schemes is given
by

SEP = aE

{
Q

(√
b γ i

end

)}
= a√

2π

∞∫

0

Fγ i
end

(
y2

b

)
e− y2

2 dy, (8.4)

where Q(x) = 1√
2π

∞∫
x

e−y2/2dy is the Gaussian function, γ i
end represents the end-to-

end SINR of the i-th scheduled user pair, and the parameters a and b depend on the
type of modulation scheme used. Fγ i

end
(·) is the CDF of γ i

end.
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Fig. 8.3 Outage probability versus user transmit power PUi for various multi-user scheduling
schemes (Raut et al. 2019a)

Further, the outage probability of the FD multi-user two-way relay system is the
probability that both the data information from users Ai and Bi are not decoded suc-
cessfully. Mathematically, outage probability of the considered system is evaluated as

Pout = Fγ i
end

(γth) = Pr
{
γ i

end ≤ γth
}
. (8.5)

As can be seen from Fig. 8.3, the outage performance of the considered system
decreases first with power. Later, it saturates to a constant value shown with the
asymptotic floors. The reason behind this saturated performance is the fact that higher
transmit power strengthens the RSI at FD node which leads to no improvement in
the SINR of the system beyond this saturated value. Hence, the outage performance
saturates to a constant value achieving the irreducible outage floors. Further, the HYB
scheduling scheme outperforms the ABS and NRM channel power-based (CPB)
scheduling. The NRM CPB scheduling produces the best system performance in
terms of scheduling fairness, and fair utilization of resources as each pair has equal
probability to get selected. The error performance of the considered system degrades
with transmit power. Contrary to its half-duplex counterpart, it saturates and achieves
the irreducible error floors as shown in Fig. 8.4. This happens due to the strengthening
of RSI at high transmit power which limits the performance of the system. Moreover,
it is observed that dense network with higher number of user pairs can improve the
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error performance significantly. From Fig. 8.5, it is observed that timing errors (for
both Tikhonov and Gaussian distributed timing errors) critically affect the system
performance compared to the perfect synchronization assumption. Further, for given
PUj, the SEP of the system deceases first and then starts increasing beyond PR due
to the strengthening of RSI as PR exceeds PUj which results in degraded system
performance. Moreover, it is observed that the SEP minima is critically dependent
on the RSI, and this minimum value decreases with higher RSI.

8.4 Conclusion and Future Directions

This chapter studied the mobile multi-user FD relaying systems from the physical
layer perspective. Key challenges for the deployment of FD systems and the modeling
of RSI at FD node were examined. Moreover, the works related to the multi-user HD
and/or FD, two-way and/or one-way relaying systems are discussed in detail. Fur-
thermore, this chapter highlighted the performances of various multi-user scheduling
schemes and concluded with applications of FD relaying for mission-critical commu-
nication. With the increasing demand of data rates and higher network density with
better connectivity, URLLC, eMBB, and mMTC communication has been emerged
as the eye-catching technologies from the future perspective. The performance anal-
ysis of modern communication systems based on these communication technologies
could of great interest.
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Chapter 9
PAPR Reduction of Filter Bank
Techniques for 5G Communication
Systems

Srinivas Ramavath, Amitkumar V. Jha, Umesh Chandra, Bhargav Appasani,
Yasin Kabalci, and Ersan Kabalci

Abstract The stringent criteria of the fifth-generation (5G) radio networks have
sparked research on waveforms beyond the fourth-generation mobile radio networks
(4G). Recently, filtered multicarrier (FMC) transmission-based techniques have been
proposed as the waveforms for 5G systems. These techniques have their own merits
and demerits. Some major demerits still remain unsolved in the design of 5G wave-
forms. The high peak-to-average power ratio (PAPR) of the transmitted FMC signals
is one such demerit. The peak-to-average power ratio is the ratio of the peak power
to the average power in the waveform. An extensive amount of research has been
carried out in literature to reduce the PAPR value for the filtered multicarrier system.
This chapter presents a comprehensive summary of the various filter techniques as
well as methods for reducing the PAPR. Further, a comparative performance analysis
of these techniques is presented to elucidate their merits. Non-orthogonal waveforms
such as generalized frequency division multiplexing (GFDM), filter bank multicar-
rier (FBMC), biorthogonal frequency-division multiplexing (BFDM), and universal
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filtered multicarrier (UFMC) have been considered. The results assist in making the
decision of proper waveforms among many to suit different next-generation mobile
communication systems.

Keywords PAPR · PSD · BER · 5G · OFDM · GFDM · FBMC · UFMC · BFDM

9.1 Introduction

Wireless communication systems help to connect people and exchange valuable
information among themselves across the globe due to its various advantages such
as mobility and portability of the user equipments, which helps to send any type of
valuable message to the end user or the group of end users easily at anytime and
anywhere. Moreover, wireless communication is vital to many applications such as
Internet of things (IoT), wireless sensor networks (WSN), cloud computing, object
tracking, and many more. Hence, future generation of communication system is
moving fast toward wireless system.

Since the power and spectrum are limited, hence, an efficient use of both power
and spectrum is crucial in success of any communication systems. However, wireless
communication system is limited by both power and bandwidth. Achieving low
bit-error-rate (BER) for high data rate applications with efficient use of power and
spectrum is a challenging issue for wireless communication system (Sahin et al. 2014;
Schaich et al. 2015; Osseiran et al. 2014). Moreover, low latency, reliability, quality
of the received information, interconnection of devices, communicating between
devices when they are moving at high velocity, and cost-effectiveness are some of
the added requirements which may not be ignored.

In order to transmit data over the channel efficiently various modulation techniques
have been proposed by various researchers, out of them, orthogonal frequency-
division multiplexing (OFDM) is a promising modulation technique to suit the
requirements of the 4G cellular communication systems and its predecessor 3.5G.
However, the OFDM may not be employed for 5G applications as a result of follow-
ing hindrances:

1. Cyclic prefix (CP) used in OFDM reduces the inter-symbol interference (ISI).
However, it consumes additional power and spectrum.

2. The requirement of sophisticated synchronization scheme at the receiver since
OFDM is extremely sensitive to carrier frequency offset (CFO).

3. High requirement of peak-to-average power ratio (PAPR) makes it power ineffi-
cient.

4. It may be difficult to use OFDM for cognitive radio application as in OFDM
orthogonality among the subcarriers must be maintained, which may be difficult
if the spectrum is discontinuous.

5. Due to large side-lobe of the OFDM inter-carrier interference (ICI) is more severe.
Hence, it is required to design the waveforms so that the above limitations experi-
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enced by the OFDM can be minimized and suitable for 5G applications (Vasude-
van 2010).

Some of the key waveforms that can be used in 5G communication systems
are generalized frequency division multiplexing (GFDM), filter bank multicarrier
(FBMC), biorthogonal frequency-division multiplexing (BFDM), and universal fil-
tered multicarrier (UFMC). Most of them are non-orthogonal waveforms. Hence, the
BER performance may not be better than OFDM. However, less value out-of-band
(OOB) radiation as compared to OFDM removes the need of stringent synchro-
nization scheme. But like OFDM, high peak-to-average power ratio is one of the
challenging issues of these waveforms, which needs to be addressed. Hence, various
techniques have been proposed in literature to reduce PAPR for the contenders of
5G waveforms, which will be discussed and analyzed in this chapter (Aminjavaheri
et al. 2015; Vakilian et al. 2013).

The rest of the chapter is organized into the following sections. Some of the key
technology and components of 5G communication will be discussed in Sect. 9.2.
In Sect. 9.3, different modulation techniques are discussed. Section 9.4 describes
various key multicarrier modulation schemes for 5G technologies. The result and
analysis are presented in Sect. 9.5 followed by conclusion in Sect. 9.6.

9.2 Key Technology and Components

In this section, some of the key requirements of 5G standards for wireless commu-
nication systems will be discussed.

The features and the aim of 5G standards are much more different than that of
the existing 4G standards. In last few years, an unprecedented growth has been
observed in number of users with different mobile devices, which requires more
spectrum allocation in order to accommodate all of them. Moreover, high data rate
or throughput is essential for the streaming of videos in real-time with low latency.
Hence, to avoid the spectrum crunch, we have to move for the higher frequency
band and also use the unused spectrum using cognitive radio techniques. Another
advantage is that at high frequency, massive MIMO can be implemented easily.
Massive MIMO can be used either for improving the throughput or for decreasing
the probability of deep fade. Multicarrier modulation schemes (around 28 GHz) used
in 5G applications may be unsuitable for millimeter wave (mm Wave) which uses
frequency bands at around 60 GHz. Hence, for mm wave applications, single-carrier
modulation schemes are suitable rather than multicarrier schemes. However, at high
frequency, the cell coverage area are less. Hence, frequent hand-off should be handled
carefully for achieving uninterrupted communication. Synchronization and channel
estimation are also difficult to estimate properly. So, the modulation scheme (OFDM)
that is used in 4G technology, which is orthogonal in nature may not be used in 5G
as it requires stringent synchronization scheme at high frequency (Andrews 2014;
Vasudevan 2015, 2017; Chen and Zhao 2014).
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Some of the key requirements of 5G standards as compared to 4G are:

1. Aggregate data rate will need to be increased roughly up to 10000 times from 4G
to 5G.

2. Edge rate is 100Mbps for 5G, which is 100 times than 4G system.
3. Peak data rate will be 10Gbps.
4. Round trip latency for 4G is 15ms, whereas for 5G it will need to 1ms.
5. Energy consumption and cost must be less per-link for 5G as compared to 3G and

4G.
6. Must support large number of divers type of devices (Yunzheng et al. 2015).

9.3 5G Technology Waveforms

In this section, some of the well-accepted waveforms for 5G applications will be
discussed along with their advantages and disadvantages.

The selection of an acceptable waveform technique has long been a significant
investigation concern in the 5G technology design. This work discusses the pros
and cons of the various waveforms such as the FBMC, UFMC, and GFDM and
draws comparisons among them based on key performance indicators (KPIs), such
as PAPR, complexity, latency, filtering level, spectrum performance, spectral coex-
istence, and power spectral density. These key performance indicators play crucial
role in selecting suitable 5G waveforms for advanced applications. The comparison
process for the waveform candidate is as illustrated in Fig. 9.1 (Vasudevan 2010;
Aminjavaheri et al. 2015; Vakilian et al. 2013; Andrews 2014; Vasudevan 2015).

9.3.1 Filter Bank Multicarrier (FBMC)

In order to remove the side-lobes of the spectrum, FBMC passes the subcarriers
through a filter bank similar to OFDM (Renfors et al. 2010). The suppression of the
side-lobes makes FBMC band-limited with low OOB radiation when compared to

Fig. 9.1 5G waveform candidates
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Fig. 9.2 Block diagram of FBMC modulator

other waveforms and thus, making it spectral efficient. The transceiver for FBMC
can be designed using polyphase filters as well as blocks of FFT/IFFT (Shaat et al.
2010). Like GFDM and UFMC, FBMC waveform is also non-orthogonal which can
be used in both the uplink and downlink in the wireless communication with lower
synchronization and equalization complexity (Payaró et al. 2010). It also supports
cognitive radio networks with lower overheads and latency (Schellmann et al. 2014;
Behrouz 2011) (Fig. 9.2).

In OFDM, for reducing the PAPR, individual data blocks are considered. However,
in FBMC, several overlapping data blocks are considered because of symmetric
nature of the FBMC-OQAM signal. Thus, the concept of peak average power ratio
for FBMZC-OQAM is different from that used in the OFDM. FBMC-OQAM signal’s
structural characteristics are taken into consideration based on the description given
by the PHYDYAS in burst transmission. There exist two transition phases in FBMC-
OQAM burst: initial transition and final transition. During an FBMC-OQAM burst,
the signal is very low somewhere in the transition. Further, the peak power of the
signal occurs primarily in the middle region. Hence, we would evaluate the value of
PAPR in the middle region of FBMC-OQAM waveform.

9.3.1.1 Advantages and Disadvantages

FBMC has highly spectral efficient than others. Side-lobe suppression is done by
the use of filter banks and hence presents lower OOB radiation. It is suitable for
asynchronous data transmission and also for high mobility. It can be implemented in
cognitive radio applications. Better gain can be achieved but it will increase the com-
plexity. However, the major disadvantages of FBMC are the ICI and ISI. PAPR is also
high for FBMC (Renfors et al. 2010; Shaat et al. 2010; Payaró et al. 2010; Schellmann
et al. 2014; Behrouz 2011). FBMC cannot be used in short burst data transmission.

9.3.2 Universal Filtered Multicarrier (UFMC)

The UFMC basically combines both FBMC and filtered-OFDM (F-OFDM). It will
perform in the presence of asynchronous data and also overcomes the demerits of
OFDM (Hwang et al. 2009; Samal and Vasudevan 2013a, b; Banelli et al. 2014;
Ramavath and Kshetrimayum 2012) and FBMC (Bochechka et al. 2017; Xi et al.
2016). Here, a group of subcarriers are filtered instead of separately filtering the
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Fig. 9.3 Block diagram of UFMC modulator

subcarriers. It also has low latency as compared to FBMC and has low OOB radiation
than OFDM (Wang et al. 2014; Mukherjee et al. 2015) (Fig. 9.3).

In one sense, OFDM is considered as a special case of UFMC. However, the
greatest benefit of choosing UFMC as the key candidate waveforms for 5G is that it
can be marginally and specifically applied to a large number of research findings in
OFDM. Around the same time, UFMC does not use cyclic prefix to prevent inter-
symbol interference, which implicitly increases the system’s spectral efficiency and
effectively smooths the important spectral capital.

9.3.2.1 Advantages and Disadvantages

High spectral efficiency, low overhead, and low latency are the major advantages
of UFMC with respect to other waveforms. For asynchronous data transmission,
it performs well. However, an important limitation of UFMC is the presence of
higher OOB radiation than FBMC. It is a non-orthogonal waveform, and multi-tap
equalizers are required for high data rate. Moreover, high PAPR is a major concern
for UFMC (Chen et al. 2014).

9.3.3 Generalized Frequency Division Multiplexing (GFDM)

The GFDM is also a multicarrier scheme based on non-orthogonal techniques and
can be implemented using filter banks (Fettweis et al. 2009). Like OFDM it is also
strong contender of 5G mobile applications. GFDM spreads the assigned spectrum
into multiple unequal sub-bands. Like OFDM, cyclic prefix (CP) is also used with
tail biting concept, which helps for the mitigation of ISI (Michailow et al. 2014).
Tail biting concept makes the CP shorter in length and improves the efficiency of
the spectrum than that of OFDM. Unlike OFDM, here equalization is done in the
frequency domain (Matth et al. 2017) (Fig. 9.4).
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Fig. 9.4 Block diagram of GFDM modulator

We should remember that interference (different from background noise) carries
information about the data. The knowledge of each data symbol is effectively stored
by GFDM’s ISI and ICI through observations on more than M frequency domain. It
offers an opportunity for the data transmission to leverage the frequency selectivity
of the multipath fading channel.

9.3.3.1 Advantages and Disadvantages

Like OFDM, it can be configured in a similar manner. The GFDM waveform can
be designed so that the receiver complexity can be reduced for equalization and
synchronization. Low OOB radiation, low interference, and unequal sub-bands make
it suitable for cognitive radio. Use of filtering techniques in GFDM lowers the PAPR
as compared to OFDM. Some of the major disadvantages can be sorted as: The
GFDM waveform should be designed carefully by using some special types of filters
otherwise it may lead to the improve the complexity of the receiver. Synchronization,
interference cancellation, and PAPR reduction are some of the major challenges
still persists in GFDM. Moreover, MIMO system implementation using GFDM is a
difficult task (Fettweis et al. 2009; Michailow et al. 2014; Matth et al. 2017).

9.3.4 Biorthogonal Frequency-Division Multiplexing
(BFDM)

The BFDM is a typical CP-OFDM scheme and has the capability of providing lower
ICI and lower ISI interference (Wang et al. 2017). These benefits can be achieved
by adding additional degrees of freedom to the system. The traditional OFDM tech-
niques use the principle of orthogonality, which states that the prototype filter’s
impulse response given by g(t) should be orthogonal to its own time-frequency shift
version (Kasparick et al. 2014). Unless a CP is used to add a guard time between
different symbols, the orthogonality of the signals could be lost due to channel dis-
tortions. However, this additional overhead increases the length of the filter. The time
dispersion and frequency dispersion are treated separately in dual dispersive channel,
which makes the use of this suboptimal in the system (Siclet et al. 2002a). A way
to overcome this issue is to observe that to obtain perfect demodulation condition
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Fig. 9.5 Block diagram of BFDM modulator

is only sufficient but not necessary. The use of various transmit and receive pulses
is precisely the extra degree of freedom that the BFDM modulation scheme enables
(Siclet et al. 2002b) (Fig. 9.5).

The use of traditional filter bank for FBMC is another challenge for its imple-
mentation. To overcome the issues of traditional filter bank which used use linear
convolution, the DFT filter bank based on circular convolution is used in FBMC
with PR modulation structure to obtain a biorthogonal frequency division multiple
access (BFDMA) system. The designers can independently choose the prototype
window of transmitter in BFDMA yielding optimal power spectral density. We are
also implementing a function which reduces PAPR in BFDMA. In a nutshell, we
obtain a BFDMA scheme satisfying the requirements of 5G communication stan-
dards, which are: high PSD, low PAPR, low sensitivity to CFO, and robustness.

9.3.4.1 Advantages and Disadvantages

The designing requirements for transmit prototype is more flexible in BFDM because
of biorthogonality of the sending pulses and receiving pulses. The BFDM is also
more stable in transmission frequency offsets. The excellent and controllable trade-
off between efficiency and BFDM’s main advantage over traditional OFDM is due
to the time and frequency offsets (Wang et al. 2017; Kasparick et al. 2014; Siclet
et al. 2002a, b).

9.4 PAPR and Reduction Techniques

The IFFT polyphase network ((IFFT-PPN) is used to add several subcarrier compo-
nents in multicarrier system. Thus, a transmitted signal in the multicarrier system
can have peak amplitude resulting in high PAPR. Generally, negligible values of
PAPR can be seen in single carrier system unlike multicarrier system. Further, the
high PAPR degrades the system performance by decreasing the signal to quantization
noise ratio (SQNR) since it reduces the signal power of transmitter power amplifier.
In addition to this, the issues of PAPR become even more critical for uplink design
since the mobile terminal is generally equipped with limited battery capacity. More-
over, because of saturation, even the linear amplifiers produce nonlinear distortions.
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The nonlinear region of high-power amplifier (HPA) can be characterized by either
input back-off (IBO) or output back-off (OBO) as given in Eq. (9.1) (Chen and Zhao
2014). Here, Pin and Pout represent input and output power.

IBO = 10 log10
Pmax

in

Pin
, OBO = 10 log10

Pmax
out

Pout
(9.1)

For the transmitted signal s(t), the value of PAPR can be given by Eq. (9.2).

PAPRs(t) = max |s (t)|2
E

[|s (t)|2] (9.2)

Here, max |s (t)|2 is the maximum signal power and E
[|s (t)|2] is the average signal

power. Some of the well-known PAPR reduction techniques can be found in (Tiwari
et al. 2016; Rahmatallah and Mohan 2013). In general, the PAPR reduction methods
can be divided into four groups:

(i) Distortion techniques.
(ii) Distortion-less techniques.

(iii) Predistortion technique.
(iv) Spreading technique (Fig. 9.6).

Fig. 9.6 PAPR reduction taxonomy
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9.4.1 Distortion Techniques

The techniques below reduce its PAPR while distorting the multicarrier signal:

1. Clipping: It is the simplest and most commonly used method, where an amplitude
clipper is used to reduce the signal range to a predefined level. The function of
amplitude clipping is given by

Tx(n) =
{

x (n) , |x (n)| ≤ Vm

Vme jφ, |x (n)| > Vm
(9.3)

where Vm denotes maximum signal amplitude, and φ denotes the phase of x(n).
The non-linearity introduces in the clipped signal results in both in-band as well
as outside inconsistencies. The appropriate filtering can be applied at the output
of clipper to remove the distortion. But this may force the signal to go beyond the
clipping threshold sometime. To avoid this, a mechanism where repeated filtering
and clipping are performed can be used. However, it can increase the implemen-
tation complexity of the system. Further, a nonlinear compression or clipping
around the peaks can be used to decrease the value of PAPR. This techniques
may disturb the orthogonality of the subcarriers due to interference between the
in-band and out-of-band components.

2. Companding: The companding is an invertible nonlinear transformation which
can be represented as a monotonously increasing function. The companding con-
sists of compression and expansion of the signal in such a way that low amplitude
signal is increased without altering the high amplitude signals. Thus, it reduces
the PAPR by increasing the signal power. Among many available techniques,
the most widely used companding techniques includes: exponential companding
technique and polynomial companding technique. The companded signal can be
recovered back at the receiver using inverse nonlinear transformation. This is
worth of noting that the complexity of both clipping and companding methods is
low at the cost of higher spectral emissions.

3. Tone Injection: The tone injection techniques use additional optimized (in ampli-
tude and phase) subcarriers which are superimposed on the carrier carrying infor-
mation. The additional tones I are generally inserted in between the data subcarri-
ers S to get a signal S̃ = S + I having low PAPR. This process is analogous to the
method in which constellation size is increased such that each point in enlarged
constellation will map it to corresponding original constellation. In this, due to
mapping of data symbols into equivalent constellation points, a unique degree
of freedom is obtained. The transmitter reduces the PAPR based on the value of
degree of freedom. The mapping of the redundant constellations to the original
constellation must be done by the receiver (Ren et al. 2018).

4. Active Constellation Extension: If we ignore the outer constellation points, then
this method is similar to that of tone injection. In this method, the outer points in
the constellation are extended away from the original constellation. On optimizing
these constellation points, we get additional degree of freedom. Thus, it can further
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reduce the PAPR as compared to the tone injection. This can also decreases the
BER due to extension of outer constellation points. However, this technique can
only be applied in the modulation scheme having larger constellation size.

9.4.2 Distortion-Less Techniques

In distortion-less techniques, the blocks of the multicarrier symbols are scrambled
at the input side and the blocks with minimum PAPR are transmitted. Hence, this
reduces the PAPR based on scrambling techniques. As the number of subcarrier
increases, spectral efficiency decreases without incurring out-band power issue. The
complexity of the system also increases with increasing subcarriers. Furthermore,
PAPR cannot be obtained below a specified level. The following techniques are some
of the distortion-less techniques that reduce the PAPR:

1. Tone Reservation: In this procedure, the PAPR reduction is reserved for a group
of subcarriers within the multicarrier symbol. Such reserved subcarriers hold no
data; they are modulated in such a way that a low PAPR signal is created by the
addition of all subcarriers. The R tones in the S data subcarriers are reserved to
get a S̃ = S + R reduced PAPR signal. The method for defining and maximizing
the reserved tones is slightly complex. The number of reserved tones decides the
effectiveness of this method (Ren et al. 2018).

2. Selective Mapping: This technique is based on the methods where the data blocks
with least PAPR are transmitted out of many created data blocks. The various
phase vectors are multiplied to modulated symbols before IFFT to generate the
data blocks. The information pertaining to the phase vectors is also forwarded
to the receiver. This additional requirement at the receiver reduces the spectral
efficiency of the system. This is worth of noting that the PAPR reduction is directly
proportional to the size of phase vectors and IFFTs.
The basic idea of selective mapping (SLM) appears in Fig. 9.7. The original stream
of data is copied into several parallel streams. These are then multiplied with vari-
ous phases U . IFFT is used to receive U individual multicarrier signals and finally,
transmission is done for the signal having least PAPR. Here, input data block
an,m is multiplied by the various step sequences of L, pl = [

pl
0, pl

1, . . . , pl
N−1

]T
,

where pl
i = e jϕl

i and ϕl
i ε ([0, 2π ]) for i = 0, 1, . . . , N − 1 and l = 1, 2, . . . L .

This generates a modulated data block al
n,m , which selects the lowest PAPR for

transmission (Liu et al. 2019).
3. Partial Transmit Sequence (PTS): This technique is based on the method where

input data block is divided into a series of several disjoint sub-blocks. Each sub-
block is passed through IFFT block and then it is multiplied by a phase vector.
Finally, a unique combination is made for transmission such that the combination
has minimum PAPR (Ren et al. 2018). The creation of L disjoint sub-blocks by
partitioning N input data block are done using Eq. (9.4).
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an,m = [
X0, X1, . . . , X L−1

]T
(9.4)

Here, an,m denotes consecutively located sub-blocks of equal size. After applying
the scrambling to each sub-block, it is multiplied with respective phase factor
bl = e jφl , l = 1, 2, . . . , L , which is wisely chosen to reduce the PAPR.

4. Suitable Coding: This technique works on the principle to select the code words
such that it reduces the PAPR of the transmitted signal. The code rate is vital
because if the code rate decreases then bandwidth is wasted. Further, it neither
produces out-of-band radiation nor distortion. The peak power is obtained when
N number of subcarriers having similar phases are superimposed. Thus, mean
power is 1/N times of maximum power. Since, all codewords cannot lead into
reduction of PAPR, hence selection of codewords is vital in achieving low PAPR.
Consequently, finding a best codeword is one of the challenging task. One can
use various techniques in this such as Reed-Muller code, Hadamard code, Golay
complementary series, and M-sequence (Sharifian et al. 2016) (Figs. 9.7 and 9.8).

Fig. 9.7 Structure of selective mapping (SLM) technique

Fig. 9.8 Structure of partial
transmit sequence (PTS)
technique
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9.4.3 Techniques with Predistortion

1. Adaptive Predistortion Technique: The adaptive predistortion technique in
multicarrier systems will counteract the nonlinear effect of a high-power ampli-
fier. The problem of non-linearity in the HPA can be addressed by achieving
dynamically configuration of the input parameter using minimum hardware
requirement. The adaptive predistorter’s convergence time and the mean square
error can be minimized through the use of a broadcast technique and the imple-
mentation of appropriate training signals (Sharifian et al. 2016).

9.4.4 Techniques with DFT Spreading

1. DFT-Spreading Technique: The DFT-spreading method involves the spreading
the signals at the input using DFT. The DFT-spreaded signal is sent to the IFFT
block. This has an ability to reduce the multicarrier signal PAPR at par with that
of single-carrier system. This mechanism has been shown much promising in
case of uplink transmission of the mobile system (Das and Tiwari 2015).

9.5 Results Analysis and Discussion

This section gives a comparative analysis of several contending waveforms in the
context of 5G communication system. The efficiency of the waveforms under consid-
eration is obtained using Monte Carlo simulations. Table 9.1 presents the parameters
that were considered for these waveforms.

Many strategies used for PAPR reduction improve the mean power of the transmit-
ted signal. The signal must lie in the linear region of power amplifier (PA). Based on
the signal characteristics, the linear region must be extended. Otherwise, it increases
the distortion as well as BER if the signal crosses the linear region (Fig. 9.9).

It has been observed that complexity of techniques has better performance in
terms of PAPR. But, at the same time, the complex techniques are costly in terms
of hardware requirements, power, and implementation cost. Thus, for a practically

Table 9.1 PAPR, PSD, and BER with different waveform candidates

5G waveforms PAPR (dB) PSD (dB) BER = 10−2 (dB)

UFMC 7.80 −93 34

FBMC 11.10 −98 17

GFDM 9.40 −48 23

BFMC 9.10 −70 28
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Fig. 9.9 Block diagram of 5G waveforms modulator

feasible system, the hardware complexity must be as low as possible. Further, the
time required to process the data should also be as low as possible.

Generally, side information is transmitted in order to reduce the PAPR in some of
the techniques. This requires additional bandwidth which also decreases the data rate
of the signal. On the other hand, PAPR is also controlled based non-informative data
which further increases the bandwidth requirement. Moreover, several other factors
must be taken into account in order to reduce the PAPR such as device non-linearity,
cost, and performance.

The results can be mainly summarized using Figs. 9.10, 9.11, and 9.12. In
Fig. 9.12, the experimental BERs from the different candidate modulations are
shown. The biggest observation is that the obtained results match quite-precisely
the theoretical performance of the different modulations. In particular, it is observed
that FBMC gives minimum BER among all waveforms throughout the whole range
of power received. At the same time, GFDM is the worst, while OFDM and UFMC
are intermediate with OFDM performing slightly better than UFMC. The fact that
GFDM is the one with worst results is not surprising. It is well known that the main
advantage of GFDM is its flexibility and that it needs to sacrifice BER.

For all waveforms, the complementary cumulative distribution function (CCDF)
of the peak average power ratio is as shown in Fig. 9.10. Here, 105 frames were
transmitted such that each frame is having four signal blocks. We have assumed
threshold of 0.1% for PAPR comparison such that (PrPAPR > PAPRo = 10−3). This
has been observed from the simulation that UFMC, BFDM, and GFDM have the
lowest PAPR of 3.5, 2.0, and 1.5 dB, respectively, which is less than FBMC. UFMC,
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Fig. 9.10 Comparison of PAPR

Fig. 9.11 Comparison of out-of-band leakage

BFDM, and GFDM have equivalent PAPRs which are about 1.5 dB smaller than
FBMC.

The power amplifier restricts the maximum peak of the 5G signal, which increase
in in-band and out-of-band distortions. The second induces an unnecessary rise in
the strength of the side-lobes of the PSD of the 5G signal. This effect is called
spectral spread. It is also referred to as the spectral regrowth. From Fig. 9.11, it can
be inferred that higher PA non-linearity results into lower IBO as well as higher
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Fig. 9.12 Comparison of BER for ideal channel

spectral distribution. Spectral regrowth results in higher interference among the sub-
bands of the 5G signal, unless there is also improved frequency isolation between
neighboring subcarriers to ensure orthogonality. Nevertheless, the drawback of this
approach is that it reduces the spectral efficiency.

The plots for unilateral PSD are shown in Fig. 9.11 for the waveforms under
considered. To observe OoB characteristics of the waveform, a 20 MHz system with
256 subcarriers is considered such that 128 subcarriers are switched off (64 on each
edge). For each waveform considered, the PSD is averaged over 104 transmitted
symbols. It can be seen that the FBMC has the minimum attenuation stop band and
the narrowest transition band. The GFDM, BFDM, and UFMC show an attenuation
of 48, 70, and 93 dB higher as compared to the OFDM respectively. Further, the
narrowest transition band is obtained for GFDM whereas the widest transition band
is obtained for UFMC. Furthermore, GFDM gives 5 dB more attenuation stop band,
but the smaller transition band when compared to OFDM.

To achieve a particular BER, one can represent the output of a modulation tech-
nique using SNR. The CCDF is the main focus of PAPR reduction strategies. There
exists a trade-off between CCDF and the BER. The PA’s high peaks can cause a major
in-band distortion that results in higher BERs. Certain strategies may also involve the
transmission of side information. In case of error in reception of side information,
the entire symbol in the 5G waveform is recovered with error. This error degrades
the performance of the BER drastically.

Figure 9.12 provides a comparison of BER versus Eb
N0

of considered 5G waveforms
modulation. The GFDM is more spectral efficient when compared to OFDM as it
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uses systems with less CP length. It can be inferred that the UFMC outperforms its
counterparts i.e., GFDM, FBMC, and OFDM vanilla types.

9.6 Conclusion

The LTE and its LTE-A development were regulated through the 3GPP. A radical
move is needed by looking at the prospective of wireless communication and fore-
casting its challenges. This move from 4G to 5G involves a decline in performance
backwards. Current 5G waveforms and its shared frame structure are important build-
ing blocks to achieve those objectives. Beginning with the main drivers of 5G systems,
spectral and temporal heterogeneity, intermittent traffic, real-time software and hard-
ware constraints, this chapter discusses the fundamentals of the 5G system. In the
light of the Gabor principle, general waveform considerations are discussed. Then it
describes in detail the four waveform candidates GFDM, UFMC, FBMC, and BFDM,
summarizing the available performance. Such waveforms help and require the struc-
ture of the unified frame. The 5G frame structure unleashes the potential of mul-
ticarrier waveforms for future applications. Performance tests, including optimized
and/or appropriate waveform parameters, are given for the candidate transceiver
approaches. These new signal formats require standardization because on both ends
of the link they need to be known. The telecommunications industry as a whole needs
to have pragmatic view on 5G system and must reach to some conclusion in order to
standardization of 5G.
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Chapter 10
Optimization of Resources to Minimize
Power Dissipation in 5G Wireless
Networks

Jyotsna Rani and Ganesh Prasad

Abstract In today’s modern communications, with the evolution of various
applications, the demand for data rate is increasing exponentially at the cost of
huge consumption of available resources. It has been recorded that the communica-
tion networks dissipate nearly 1% of the worldwide total power consumption which
results in millions of tons of CO2 emission due to their production, thereby causing
various environmental health hazards. The optimal utilization of available resources
that can balance the present coexisting problem without any compromise on the high
throughput demand paves the way for the next-generation green 5G wireless net-
works. In this chapter, we study the minimization of total power consumption while
satisfying the desired coverage of the user equipments (UEs) to provide the mini-
mum throughput over the network. In this regard, the deployment of base stations
(BSs), their number, and transmit power are optimized in two scenarios (i) when the
number of UEs is large in 5G wireless network and (ii) when a moderate number of
UEs are distributed over the field.

Keywords Binomial point process (BPP) · Deployment of base stations (BSs) ·
Coverage probability · Optimization of resources · Green communication · Joint
optimization

10.1 Introduction and Background

Today, the digital domain of all applications has become an integral part of our daily
life that results in the growth of data rate demand by 10 times in every 5 years. In order
to fulfill it, the architecture is also increasing at the same rate in the next-generation
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wireless network that consumes around 1% of the worldwide total electricity con-
sumption, and it requires a huge production of electricity which emits 130 million
tons of CO2 per year Fettweis and Zimmermann (2008). Therefore, we need a reason-
able strategy for optimal utilization of available resources to combat the coexistence
problem while satisfying the desired coverage of UEs.

In this chapter, we investigate the optimal deployment of network architecture as
well as the optimization of transmit power to minimize overall power consumption
under the given constraint of desired coverage that gives the minimum throughput
over the network. From the state of the art, authors in Andrews et al. (2011); Elsawy
et al. (2013); Srinivasa and Haenggi (2010) have deployed the network nodes ran-
domly with a given distribution. It has been described in Andrews et al. (2011) that
deployment based on homogeneous Poisson point process (HPPP) is more tractable
and satisfies the practical aspects than the conventional strategy where the nodes are
uniformly placed on a grid. In Elsawy et al. (2013), for different types of network and
MAC layer, various point processes like HPPP, binomial point process (BPP), hard
core point process (HCPP), and Poisson cluster process (PCP) are used to measure
the system performances. Further, it is analyzed in Srinivasa and Haenggi (2010)
that BPP is a more realistic and tractable model than HPPP.

Based on the required hours for service of the BSs, the power dissipation over the
network can be reduced by dynamically turning them on/off Wu et al. (2015). Differ-
ent frameworks used to determine the sleeping mode are discoursed in Marsan et al.
(2009); Oh and Krishnamachari (2010). In Marsan et al. (2009), the on/off the BSs
is determined by the traffic profile; besides, traffic profile and BSs density are used
for deciding the sleeping mode in Oh and Krishnamachari (2010). Energy-saving
algorithm based on on/off of the BSs that achieve saving up to 80% is discoursed
in Oh et al. (2013). The trade-off between energy efficiency and spectral efficiency
is investigated in Peng et al. (2013) over a switching-based network; thereafter, a
power control technique is described to optimize the trade-off. Authors in Zhou et al.
(2009) describe the centralized and decentralized power reduction mechanism while
satisfying the outage constraint. The blockage in services and delay in delivery of
the data due to switching operation are analyzed in Jie et al. (2012); Wu et al. (2013).

Recently, the optimization of deployment and transmit power have been inves-
tigated in Perabathini et al. (2014); Sarkar et al. (2014); Verenzuela et al. (2016);
González-Brevis (2011). In Perabathini et al. (2014) and Sarkar et al. (2014), the area
power consumption of the network is minimized by optimizing the density of the base
stations (BSs) under the constraint of users’ coverage and data rate demand. Authors
in Verenzuela et al. (2016) optimize the multiple parameters like transmit power,
density of BSs, number of antennas, and users served per BS to reduce the overall
power dissipation while satisfying a given data rate demand. A different strategy for
energy saving is described in González-Brevis (2011) where the number of BSs and
their location are optimized. However, from the recent works, the optimization of
transmit power, number of nodes and their location is further required to be explored
in two scenarios that are: (i) when large UEs are associated in a 5G wireless network
and (ii) when moderate UEs are distributed in a rural area.
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10.2 System Assumptions

Here, we describe the network topology and channel models along with system
assumptions considered for the proposed framework.

10.2.1 Network Topology

We consider a circular and a square field where the Nu UEs are distributed using BPP
and Nb BSs are deterministically deployed as shown in Fig. 10.1. The size of the cells
over the field is determined by Dirichlet regions using Voronoi tessellation Stojmen-
ovic et al. (2006) as depicted in Fig. 10.2. Here, the boundary of a cell is determined
by the bisector line between the two BSs (denoted by ×). Based on it, the generated
cells in Fig. 10.1 are square or rectangular in shape over the square field as the BSs
are located at regular distance along the length and width. Similarly, the generated
cells over the circular field have the shape of arc or triangular as the BSs are placed at
a regular intervals in the angular direction from the center. A UE lying in a particular
cell is assumed to be completely associated with the underlying BS in the cell. The
interference over the downlink communication is assumed to be absent as BSs use
orthogonal multiple-access techniques Mhiri et al. (2013).

Fig. 10.1 Randomly
distributed UEs by BPP
lying under the coverage of
deterministically deployed
BSs in a a circular and b a
square field
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Fig. 10.2 Cells’ generations
using Voronoi tessellation
about the BSs (represented
by ×) in a bounded square
field

10.2.2 Channel Model

We assume that the channel is flat where the channel power coefficient h between
an UE and a BS is a variate with exponential distribution. Therefore, h ∼ exp(μ)

with mean μ = 1. The signal-to-noise ratio (SNR) γ received at a UE from a BS
at a distance r is given by γ = Pthr−α

σ 2 , where Pt is the transmit power from the
BS, α is the path loss exponent, and σ 2 is the noise power of the additive noise
at the receiver Rappaport (1996). In the framework, we assume that the network is
homogeneous as all the BSs transmit the same power Pt.

10.2.3 Power Dissipation in a BS

While a downlink transmission, the power dissipation PD in a BS is given as:

PD = ε1Pt + ε2, (10.1)

where ε1 accounts for the scaling of the power transmitted by the BS and ε2 is power
dissipation due to signal processing, power supply, and battery backup. Total power
consumption over Nb BSs deployed over the field is NbPD that is required to be
minimized by optimizing the available resources.
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10.3 Problem Formulation and Optimization
of Transmit Power

In this section, we study the coverage probability of a UE by a BS. Thereafter, cov-
erage probability of the farthest UE from the BS is described in two cases: (i) when a
single BS and (ii) when multiple BSs are deployed over the field. Lastly, a constrained
optimization problem is formulated to minimize the total power consumption NbPD.

10.3.1 Coverage Probability of an UE

A UE is said to be in coverage from its BS when the SNR γ ≥ T , where T is
threshold SNR at the UE to successfully detect the received signal. If the UEs are
distributed using BPP, coverage probability of a UE from the BS is given as:

Pcov = Er

[
Pr

(
P−α

thr

σ 2
≥ T

)]
= Er

[
Pr

(
h ≥ Tσ 2rα

Pt

)]

=
∫
r

exp

(
−Tσ 2rα

Pt

)
f (r, x, y) dr, (10.2)

where Er[ · ] is the expectation in distance r of the UE from the BS and f (r, x, y)
is probability density function (PDF) of r when the BS is located at (x, y).

10.3.2 Coverage Probability of the Farthest UE

In order to assure the coverage of all UEs, we need to investigate the coverage of the
farthest UE from the BS in a cell. This can be analyzed in two cases when a cell has:
(i) a single BS and (ii) multiple BSs.

10.3.2.1 Case (i)

If Nu UEs are distributed using BPP over a cell consisting a single BS, then the
cumulative density function (CDF) Ffar(r, x, y) and PDF ffar(r, x, y) of the farthest
UE distance from the BS are given as Thompson (1956):

Ffar(r, x, y) = [F(r, x, y)]Nu; ffar(r, x, y) = Nu[F(r, x, y)]Nu−1f (r, x, y) (10.3)

Further, using (10.2), the coverage probability of farthest UE is given as:

Pfar
cov =

∫
r

exp

(
−Tσ 2rα

Pt

)
ffar (r, x, y) dr. (10.4)
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10.3.2.2 Case (ii)

For Nu UEs distributed using BPP over a cell consisting Nb (< Nu) BSs, the CDF
and PDF of farthest UE distance from the ith BS are given by (10.5) and (10.6),
respectively.

Fi
far(r, x, y) =

Nu∑
k=0

(
Nu

k

)(
Ai

W

)k (
1 − Ai

W

)Nu−k [
Fi(r, x, y)

]k
, (10.5)

f i
far(r, x, y) =

Nu∑
k=0

(
Nu

k

)(
Ai

W

)k (
1 − Ai

W

)Nu−k

k
[
Fi(r, x, y)

]k−1
fi(r, x, y),

(10.6)

where W is the total area of the field, Ai is the area of the ith cell, (x, y) = {(xi, yi); i∈
{1, 2, . . . , Nb}} is the coordinate of locations of the Nb BSs, and Fi(r, x, y) and
fi(r, x, y) are CDF and PDF of UE’s distance from the BS in ith cell, respectively.
Note that the Fi(r, x, y) and fi(r, x, y) depend on the location of all BSs (x, y)

because the shape of a cell is determined using Voronoi tessellation as described in
Sect. 10.2.1. Using (10.2) and (10.6), the coverage probability of farthest UE from
the BS in ith cell is expressed as:

Pfar
cov,i =

∫
r

exp

(
−Tσ 2rα

Pt

)
f i
far (r, x, y) dr (10.7)

10.3.3 Optimization Formulation

In this chapter, our aim is to minimize the total power dissipation over the network
while satisfying the given coverage constraint. The corresponding optimization prob-
lem (P0) can be formulated as:

(P0): minimize
Nb,Pt,x,y

Nb[ε1Pt + ε2]
subject to C1 : Pfar

cov,i ≥ 1 − ε, ∀i ∈ {1, 2, . . . , Nb},
C2 : 0 ≤ Nb ≤ Nmax,

C3 : 0 ≤ Pt ≤ Pmax,

C4 : 0 ≤ xi ≤ xmax, ∀i ∈ {1, 2, . . . , Nb},
C5 : 0 ≤ yi ≤ ymax, ∀i ∈ {1, 2, . . . , Nb},

where 1 − ε (for 0 ≤ ε ≤ 1) is the threshold coverage probability of the farthest
UE that is satisfied under the constraint C1. C2 − C5 are convex constraints that
represent the bounds on Nb, Pt, x, and y, respectively. As the objective function of
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(P0) has integer variable Nb, the problem is nonconvex in the underlying variables.
To obtain its optimal solution, we split the combinatorial problem into individual
optimization of underlying variables Pt, (x, y), and Nb in the following discussions.

10.3.4 Optimization of Transmit Power

The constraint C1 is not tractable in the present form. To investigate, we simplify
it using a tight approximation as follows. For satisfying the constraint above 90%(
Pfar

cov,i ≥ 0.9, ∀i
)
, the argument Tσ 2rα

Pt
of the exponential term should be less than 0.1

for a given PDF f i
far (r, x, y). Therefore, exp

(
−Tσ 2rα

Pt

)
≈ 1 − Tσ 2rα

Pt
for Tσ 2rα

Pt
≤ 0.1

with percentage error less than 0.05%. After applying this approximation in the
constraint C1, we get

Pt ≥ Tσ 2

ε

∫
r

rαf i
far(r, x, y)dr (10.8)

Though (10.8) gives the lower bound for the transmit power Pt, using the coverage
probability in the ith cell, the optimal transmit power P∗

t over the homogeneous
network can be obtained by taking the maximum of the lower bound computed over
different cells. The optimal transmit power P∗

t can be mathematically expressed as:

P∗
t = max

i

⎧⎨
⎩
Tσ 2

ε

∫
r

rαf i
far(r, x, y)dr

⎫⎬
⎭ ; for i ∈ {1, 2, . . . , Nb} (10.9)

After substituting P∗
t into (P0), the problem (P1) can be formulated as:

(P1): minimize
Nb,x,y

Nb

⎡
⎣cb · max

i

⎧⎨
⎩
∫
r

rαf i
far(r, x, y)dr

⎫⎬
⎭+ε2

⎤
⎦

subject to C2, C4, C5,

where cb = Tσ 2ε1
ε

. Next, using (P1), we optimize the location of the BSs for their
given number Nb over the specified field.

10.4 Deployment Strategy for a Single BS

To analyze the deployment of a single BS over the field, the optimization problem
(P1) is equivalently expressed as:
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(P2): minimize
x,y

∫
r

rαffar(r, x, y)dr

subject to Ĉ4 : 0 ≤ x ≤ xmax, Ĉ5 : 0 ≤ y ≤ ymax

Using (P2), we now describe the optimal deployment strategy of a single BS when
the number of UEs is (i) large or (ii) moderate over the field.

10.4.1 For Large Number of UEs

In the scenario, when the number of UEs is large, i.e., Nu → ∞, the optimal location
of the BS can be determined using Lemma 1 as follows.

Lemma 1 When Nu → ∞, then the PDF of distance of farthest UE from the BS is
given as:

lim
Nu→∞ ffar(r, x, y) = δ(r − rf (x, y)), (10.10)

where rf (x, y) is the farthest Euclidean distance from the BS located at (x, y) and
δ(·) is a Dirac delta function.

Proof If we consider Fig. 10.3, the probability of lying of farthest UE near the point
P can be computed using the distribution given by (10.4). Probability of lying of
farthest UE near the point P at rf from the BS for Nu → ∞ is given as:

lim
�→0+
Nu→∞

Pr(rf − � < r ≤ rf ) = lim
�→0+
Nu→∞

[Ffar(rf , x, y) − Ffar(rf − �, x, y)]

= lim
Nu→∞[F(rf , x, y)]Nu − lim

�→0+
Nu→∞

[F(rf − �, x, y)]Nu = 1 − 0 = 1 (10.11)

Fig. 10.3 Farthest Euclidean
distance rf (x, y) from the BS
located at a point (x, y)
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Here, note that F(r, x, y) = 1 and < 1 for r = rf and < rf , respectively. Therefore,
in (10.11), limNu→∞[F(rf , x, y)]Nu = 1 and lim�→0+

Nu→∞
[F(rf − �, x, y)]Nu = 0. Now,

we find the probability of lying of farthest UE between the intermediate points Q at
r2 and R at r1 as shown in Fig. 10.3. It can be expressed as:

lim
Nu→∞ Pr(r1 < r ≤ r2) = lim

Nu→∞[F(r2, x, y)]Nu − lim
Nu→∞[F(r1, x, y)]Nu = 0. (10.12)

Therefore, from (10.11) and (10.12), for Nu → ∞, the farthest UE always lies at the
farthest Euclidean distance from the BS. Hence, from (10.11), limNu→∞

∫ rf

rf −�
ffar

(r, x, y)dr = ∫ rf

rf −�
δ(r − rf )dr that gives the PDF as expressed in (10.10).

For Nu → ∞, if we substitute the obtained PDF in (10.10) into the objective function
of (P2), the problem equivalently changed to the minimization of {rf (x, y)}α or
rf (x, y) under the constraints Ĉ4 and Ĉ5. Based on it, it can be easily shown that the
optimal location of a BS in a circular or in a regular polygon is at the center from
which the farthest euclidean distance is minimum.

10.4.2 For Moderate Number of UEs

To obtain the optimal solution of (P2) for a moderate number of UEs present over
the field, first, we investigate it for a square field as shown in Fig. 10.4. Here, a BS is
located at distance d (leftward) from the center of the square field. The expression
of PDF f (r, d) of distance r of a UE from the BS is derived in the appendix at the
end of the chapter. The variation of f (r, d) with r for a different location d of the BS
is numerically plotted in Fig. 10.5. It shows that the peak of the PDF is highest when
BS is located at d = 0 (center of the square field), and it gradually decreases with
d , and in contrary, the farthest Euclidean distance rf from the BS increases with d .
From (10.3), PDF ffar(r, d) of farthest UE distance also has the same variation, and
based on it, we find the optimal deployment strategy of a single BS in the square
field using Lemma 2 when Nu is moderate.

Fig. 10.4 Optimal
deployment strategy of a
single BS in a square field
when number of distributed
UEs is moderate
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Fig. 10.5 PDF f (r, d) of distance r of an UE from the BS located at distance d from the center of
the square field (cf. Fig. 10.4)

Fig. 10.6 Diagram for
describing the variation of
peak and farthest Euclidean
distance of f (r, d) (cf.
Fig. 10.5) for d = d1 and d2,
where d1 < d2

Lemma 2 If peak of PDF ffar(r, d1) is greater than the peak of ffar(r, d2), whereas the
corresponding farthest Euclidean distance rf1 < rf2 for d1 < d2 as shown in Fig.10.6,
then the Nth moment of the farthest UE distance under the two distribution satisfies:

rf1∫
0

rN ffar(r, d1)dr <

rf2∫
0

rN ffar(r, d2)dr. (10.13)
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Proof From Fig. 10.6,
(

1
rf1

− �
)

rf1 + �̂(rf2 − rf1) = 1 that gives �̂ = � rf1
rf2 −rf1

for

d1 < d2. Using it, the result in (10.13) can be proved as:

rf2∫
0

rN ffar(r, d2)dr =
rf1∫

0

rN

(
1

rf1

− 1

)
dr +

rf2∫
rf1

rN �̂dr

=
(

1

rf1

− �

) rN+1
f1

N + 1
+ � rf1

rf2 − rf1

rN+1
f2

− rN+1
f1

N + 1

=
rf1∫

0

rN ffar(r, d1)dr + �rf1

N + 1
(rN

f2 + rN−1
f2

rf1 + · · · + rf2 rN−1
f1

)

>

rf1∫
0

rN ffar(r, d1)dr (10.14)

Therefore, the N th moment has the minimum value at d = 0 (center) of the square
field.

Thus, from (10.14), the objective function of (P2) achieves the minimum value when
the BS is located at the center of the square field. Similarly, it can be shown that
for moderate Nu, the center of any regular polygon or circular field is the optimal
location for the deployment of a single BS. Besides, at the optimal location, the N th
moment can be reduced by minimizing the farthest Euclidean distance rf of the fields
the same as the case of large Nu.

10.5 Deployment Strategy for Multiple BSs

In order to deploy multiple BSs over the square and circular field, we need to find the
optimum shape of the generated cells with respect to coverage of UEs and coverage
holes. To compare different shapes of the cells, we assume that the UEs are distributed
using HPPP over a large field. Note that although our analysis is based on BPP, it
converges into HPPP when the size of the field becomes large. If the cells as shown
in Fig. 10.7 have same farthest Euclidean distance rf from their associated BSs, they
can be compared in coverage using Lemma 3.

Lemma 3 If the number of UEs over a field is deployed using HPPP with density λ,
then the coverage to average number of UEs in square, hexagonal, and circular cells
is 53.96, 100, and 141.84% more than triangular cell of same farthest Euclidean
distance.

Proof As the area of a equilateral triangular cell with the farthest Euclidean distance

rf is
3
√

3r2
f

4 , average number of UEs Nu,T = 3
√

3r2
f

4 λ. Likewise, the average number
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Fig. 10.7 Comparison of
different shapes of the cells
having same farthest
Euclidean distance with
respect to coverage and
coverage hole

of UEs Nu,S, Nu,H , and Nu,C in square, hexagonal, and circular cells is 2r2
f λ,

3
√

3r2
f

2 λ,
and πr2

f λ, respectively. Percentage coverage improvement in square field compared

to triangular cell is �u,T→S = Nu,S−Nu,T
Nu,T

× 100 = 53.96%. Similarly, the improve-
ment in hexagonal and circular cells against the triangular is �u,T→H = 100% and
�u,T→C = 141.84%, respectively.

From Lemma 3, the circular cell has the best coverage capability, but it creates the
coverage holes over the field Rappaport (1996). Therefore, hexagonal cell better in
coverage of UEs as well as in coverage hole performances in a large field. However,
in a finite square or circular field, hexagonal cells create holes at the boundaries;
therefore, we take square or rectangular cells in a square field and arc or triangular
cells in a circular field to avoid coverage holes as shown in Figs. 10.8 and 10.9. Now,
the optimal deployment of multiple BSs over the fields can be determined using the
optimization problem (P1) when Nu is large or moderate.

10.5.1 For Large Nu

For a large number of UEs (Nu → ∞) in a finite field, the number of UEs in each
cell of the field is also large. Therefore, from Lemma 1, for a large number of UEs
in ith cell (Nu,i → ∞), the corresponding PDF of the distance of farthest UE from
the associated BS can be expressed as:

f i
far(r, x, y) = δ(r − rf ,i(x, y)), (10.15)
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Fig. 10.8 Square or
rectangular cells in a square
field due to different
locations of the BSs.
a Nb = 9, m = 3, and n = 3.
b Nb = 12, m = 3, and
n = 4. c Nb = 12, m = 2,
and n = 6

where rf ,i is farthest Euclidean in the ith cell which is function of location (x, y) of
all BSs in the field. After substituting (10.15) into the objective function of (P1), we
get the optimization problem:

(P3): minimize
Nb,x,y

Nb

[
cb · max

i

{[ru,i(x, y)]α}+ε2

]

subject to C2, C4, C5,

Now, using (P3), we find the optimal deployment of Nb BSs over the square field. For
a given Nb, BSs’ locations can be optimized by minimizing max

i

{
rf ,i(x, y)

}
under

the constraints C4 and C5. As described above, the optimal shape of the cells with
respect to coverage of UEs and coverage hole is square or rectangular with equal
farthest Euclidean distance (rf ,i = rf ,c ∀i) from their BSs optimally located at the
center of the cells as shown in Fig. 10.8.

As a result, minimization of max
i

{
rf ,i(x, y)

}
is reduced to minimizing rf ,c using

a different arrangement of the cells along the length and the width of the field. The
optimal arrangement can be determined using Lemma 4 as follows.

Lemma 4 For Nb = m × n number of BSs are deployed in their respective cells over
a square field, the minimum value of farthest Euclidean distance rf ,c is achieved
at m = n = √

Nb or minimum |m − n| when
√

Nb is an integer or not an integer,
respectively.
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Fig. 10.9 Arc, rhombus, and
triangular cells in a circular
field due to different
locations of the BSs.
a Nb = q, b Nb = q + 1,
c Nb = 2q, d Nb = 2q + 1,
and e Nb = 3q

Proof If we relax the integer value of number of rows m and number of columns n,
then we assume that n = m − ω, where ω ≥ 0. The farthest Euclidean distance rf ,c =√(

a
m

)2 +
(

a
m−ω

)2
, where 2a is the side length of the square field as in Fig. 10.8. Here,

rf ,c is equivalently minimized by minimizingD � 1
m2 + 1

(m−ω)2 . As Nb = m(m − ω),

we get m = ω+
√

ω2+4Nb

2 . After substitution of m, D can be further expressed as

D = ω2+2Nb

N 2
b

. As, ∂D
∂ω

= 2ω

N 2
b

and ∂2D
∂ω2 = 2

N 2
b

> 0,D is convex. Thus,D and rf ,c achieve

its minimum value at ω = m − n = 0 that gives m = n = √
Nb when

√
Nb is an

integer. Otherwise, factorize Nb into m and n such that |ω| = |m − n| is minimum.

For example, in Figs. 10.8b, c, through the total number of BSs Nb = 12, but in
Fig. 10.8b, the number of rows denoted as m is 3 and number of columns denoted
as n is 4. Whereas in Fig. 10.8c, m = 2 and n = 6. As

√
Nb = √

12 = 3.46 is not
an integer, we factorize Nb = 12 into m and n such that the difference |m − n| is
minimum (cf. Lemma 4). The arrangement in Fig. 10.8b is optimum because |m −
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n| = |3 − 4| = 1 is minimum possible value as compared to the arrangement in
Fig. 10.8c where |m − n| = |2 − 6| = 4.

In case of circular field, the BSs are deployed in radial and angular directions as
shown in Fig. 10.9. Based on it, we define the arrangement as pq + t, where t = 0
and t = 1 are for the absence and presence of a BS at the center of the field, q is
the number of arcs in angular direction, and p is the number of cells in each arc
along the radial direction. The deployment of BSs in each arc is same; therefore,
we study the optimal deployment of BSs in an arc of the field. Note that in each
arc, the BSs are located at the symmetric line as shown in Fig. 10.9. As Nu → ∞,
the optimal deployment is determined using farthest Euclidean distance of the cells.
For a given Nb, the optimal deployment can be determined by min max

i
{rf ,i} for

i ∈ {1 − t, 2 − t, · · · , p}. As described in (Prasad et al. 2018, Sect. 4), using the
trigonometric relationship in the particular arc of Figs. 10.9a–e, we can find the
optimal arrangement (type), min max

i
{rf ,i}, optimal location of BSs for a given Nb

which are listed in Tables 10.1 and 10.2.

Table 10.1 For a given number of BSs Nb, optimal arrangement (type) of BSs and corresponding
optimal location in an arc of the circular field

Given Nb Optimal Type Optimum location of the BSs in an arc

Nb = 3 q d∗
1 = R cos

(
π
Nb

)
Nb ∈ {4, 5, 6} d∗

1 = R
2 cos

(
π

Nb

)

Nb ∈ {7, 8, . . . , 17} ∪ {19} q + 1 d∗
0 = 0, d∗

1 = 2R cos
(

π
Nb−1

)

4 cos2
(

π
Nb−1

)
−1

Nb ∈ {18, 20, . . . , 44} 2q d∗
1 = R

4 cos
(

2π
Nb

)
cos
(

4π
Nb

) ,

d∗
2 = R

(
1+cos

(
4π
Nb

))

4 cos
(

2π
Nb

)
cos
(

4π
Nb

)

Nb ∈ {21, 23, . . . , 45} 2q + 1 d∗
0 = 0, d∗

1 = 2R
(

1+2 cos
(

4π
Nb−1

))
cos
(

2π
Nb−1

)

16 cos2
(

2π
Nb−1

)
cos2

(
4π

Nb−1

)
−1

,

d∗
2 = 4R

(
1+2 cos

(
4π

Nb−1

))
cos
(

4π
Nb−1

)
cos
(

2π
Nb−1

)

16 cos2
(

2π
Nb−1

)
cos2

(
4π

Nb−1

)
−1

Nb ∈ {48, 51, . . .} 3q d∗
1 = R cos

(
3π
Nb

)
(

2 cos
(

6π
Nb

)
+1
)(

cos
(

12π
Nb

)
+cos

(
6π
Nb

)) ,

d∗
2 = R cos

(
3π
Nb

)(
1+2 cos

(
6π
Nb

))
(

2 cos
(

6π
Nb

)
+1
)(

cos
(

12π
Nb

)
+cos

(
6π
Nb

)) ,

d∗
3 = R cos

(
3π
Nb

)(
1+2 cos

(
6π
Nb

)
+2 cos

(
9π
Nb

))
(

2 cos
(

6π
Nb

)
+1
)(

cos
(

12π
Nb

)
+cos

(
6π
Nb

))
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Table 10.2 For a given Nb, optimal arrangement (type) of BSs and corresponding minimum of
maximum of farthest Euclidean distance over the cells in an arc of the circular field

Given Nb Optimal Type Minimum of max
i

{rf ,i}
Nb = 3 q R sin

(
π
Nb

)
Nb ∈ {4, 5, 6} R

2 cos
(

π
Nb

)

Nb ∈ {7, 8, . . . , 17} ∪ {19} q + 1 R
4 cos2

(
π

Nb−1

)
−1

Nb ∈ {18, 20, . . . , 44} 2q R
4 cos

(
2π
Nb

)
cos( 4π

Nb
)

Nb ∈ {21, 23, . . . , 45} 2q + 1
R
(

1+2 cos
(

4π
Nb−1

))

16 cos2
(

2π
Nb−1

)
cos2

(
4π

Nb−1

)
−1

Nb ∈ {48, 51, . . .} 3q
R cos

(
3π
Nb

)
(

2 cos
(

6π
Nb

)
+1
)(

cos
(

12π
Nb

)
+cos

(
6π
Nb

))

10.5.2 For Moderate Nu

When Nu is moderate, the number of UEs occurring in a cell depends on the occur-
rence of UEs in other cells. As described above, square or rectangular cells are optimal
in the square field and the optimal location of the BSs is at the center of the cells
even for moderate Nu. Therefore, for a given Nb, the optimal deployment of BSs is
based on minimization of farthest Euclidean distance over cells the same as the case
of large Nu. Also, it has been shown in Prasad et al. (2018) that deployment based on
the minimization of the farthest euclidean distance over the cells is acceptable in the
circular field within negligible root-mean-square error (RMSE). Thus, for Nu → ∞,
the optimal deployment strategy of given BSs over the square and circular fields is
the same as described in Sect. 10.5.1.

10.6 Joint Optimization

In this section, we study about the joint optimization of number of BSs Nb and their
deployment (arrangement of cells) in both square and circular field.

10.6.1 Optimization over the Square Field

To jointly optimize the number of BSs Nb and their location over the square field for
Nu → ∞, (P3) can be simplified as:
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(P4): minimize
Nb,m,n

Nb

[
ĉb ·

(
1

m2
+ 1

n2

) α
2

+ε2

]
,

subject to C2, C4 : 1 ≤ m ≤ Nb, C5 : 1 ≤ n ≤ Nb,

where ĉb = aαcb and 2a is side length of the square field. Iteratively, the optimal
value of Nb, m, and n can be obtained as follows. We start from Nb = 1 and for
each Nb ∈ {1, 2, · · · , Nmax}, optimal value of m and n is calculated using Lemma 4;
thereafter, we find the corresponding total power consumption using the objective
function of (P4). The obtained total power consumption for different Nb is compared
and that Nb is set to optimal number of BSs N ∗

b which gives minimum value of total
power consumption, and corresponding m and n are set as optimal number of rows
m∗ and optimal number of columns n∗, respectively.

For moderate Nu, the joint optimization can be obtained by solving (P1) which
can be expressed for the square field as:

(P5): minimize
Nb,m,n

Nb

⎡
⎢⎢⎣cb ·

√
( a

m )
2+( a

n )
2∫

0

rαf c
far(r, d = 0)dr+ε2

⎤
⎥⎥⎦

subject to C2, C4, C5,

where d = 0 denotes that BS in each cell is located at the center and f c
far(r, d = 0)

is obtained using (10.6), (10.17), and (10.18). Here, superscript c in the distribution
denotes that the distribution in each cell is same because the cells are identical in
the square field. Again, for the optimal solution, we start from Nb = 1, and for
each Nb, optimal value of m and n is obtained using Lemma 4. From it, the total
power consumption is computed using the objective function of (P5) for each Nb.
The Nb which gives the minimum value of power consumption is set as N ∗

b , and
corresponding m and n are set as m∗ and n∗, respectively.

10.6.2 Optimization over the Circular Field

In case of joint optimization over the circular field, we find the optimal arrange-
ment (type) and corresponding optimal location and min max

i
{rf ,i} using Tables 10.1

and 10.2 for each Nb. For Nu → ∞ and moderate Nu, we find the total power con-
sumption using the objective function of (P3) and (P1), respectively. The Nb which
gives the minimum power consumption is set to N ∗

b , and corresponding arrangement
(type) and locations are set as the optimal value.
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10.7 Numerical Results and Discussions

In this section, we describe the obtained numerical results for the discoursed analysis
where the default value of the used system parameters for the results is listed in
Table 10.3. Using it, we find the design insights on the transmit power Pt, number of
BSs Nb, and total power consumption with variation of system parameters.

Figures 10.10 and 10.11 describe the variation of optimal transmit power P∗
t with

noise power σ 2 for different values of path loss exponent α and acceptable tolerance
ε. It can be observed that to increase the coverage from 90 to 99%, we require to
increase P∗

t on average by 10 dB Watt over both the fields. On the other hand, if α is
changed from 3 to 3.3, P∗

t is increased by 6 dB Watt over the circular field, whereas

Table 10.3 List of system parameters with their default values

System parameter Value

Side length of the square field, 2a 1000 m

Radius of the circular field, R 500 m

AWGN noise power, σ 2 −70 dBm

Mean of exponential distribution, μ 1

Threshold SNR, T −10 dB

Path loss exponent, α 4

Scaling parameter, ε1 5.5

Electronics, processing, and battery backup power losses, ε2 32 W

Maximum transmit power, Pmax 5 W

Maximum number of BSs, Nmax 35

Fig. 10.10 Optimal transmit
power P∗

t with noise power
for different values of α and
ε over the circular field
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Fig. 10.11 Optimal transmit
power P∗

t with noise power
for different values of α and
ε over the square field
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Fig. 10.12 Minimized total
power consumption with
coverage probability for
different values of α and σ 2

over the circular field
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it is increased by 20 dB Watt over the square field. Therefore, the circular field is
more energy-efficient than the square field.

In Figs. 10.12 and 10.13, the obtained results depict the total power consumption
with coverage probability over the circular and square field, respectively. Here, in
the circular field, the increment in the total power consumption at α = 4 is more
than α = 3 when σ 2 changes from −60 dB to −50 dB. In contrast, over the square
field, higher increment takes place at α = 3 for the same change in σ 2. Therefore,
the energy saving in circular field is highly sensitive with noise for higher path loss
exponent, but in square field, the sensitivity is high for its low value.
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Fig. 10.13 Minimized total
power consumption with
coverage probability for
different values of α and σ 2

over the square field
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Fig. 10.14 Optimal number
of BSs N ∗

b with coverage
probability for different
values of α and σ 2 over the
circular field
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If we examine Figs. 10.14, 10.15, 10.16, and 10.17, Figs. 10.14 and 10.15 describe
the optimal number of BSs N ∗

b and Figs. 10.16 and 10.17 depict the optimal transmit
power P∗

t with coverage probability over the two fields. In Fig. 10.14, at α = 3, for
the change of σ 2 from −60 dBm to −50 dBm, N ∗

b is same up to the 97% coverage
over the circular field. It can be explained using Fig. 10.16 where the optimal transmit
power P∗

t is higher for σ 2 = −50 dBm which helps in compensation of the higher
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Fig. 10.15 Optimal number
of BSs N ∗

b with coverage
probability for different
values of α and σ 2 over the
square field
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Fig. 10.16 Optimal transmit
power P∗

t with coverage
probability for different
values of α and σ 2 over the
circular field
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noise present in the channel. But, in case of the square field, at σ 2 = −50 dBm, N ∗
b is

increased (cf. Fig. 10.15) while keeping almost same transmit power (cf. Fig. 10.17)
that compensate the noise by decreasing the cell size over the square field. We can
also find that at around 97% coverage, N ∗

b is increased abruptly but P∗
t is decreased

in large amount. Therefore, the abrupt changes do not take place in the total power
consumption as shown in Figs. 10.12 and 10.13.
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Fig. 10.17 Optimal transmit power P∗
t with coverage probability for different values of α and σ 2

over the square field

10.8 Summary

This chapter describes the strategy for minimization of total power consumption
while satisfying the desired coverage of the UEs to provide the minimum throughput
over a wireless network. In order to achieve the goal, the deployment of BSs, their
number, and transmit power are optimized in two scenarios: (i) when large number of
UEs are present and (ii) when moderate UEs are distributed over a square or circular
field. From the obtained numerical results, we find that the circular field is more
energy-efficient than the square field in achieving the goal.

Appendix

Here, we derive the distribution of distance of a UE which is located leftward at
distance d from the center of the square field as shown in Fig. 10.18. Probability that
a UE lies at ≤ r distance from the BSs can be given by:

Pr(R ≤ r, d) = F(r, d) = Ar(C(r, d) ∩ �)

Ar(�)
, (10.16)
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Fig. 10.18 Distribution of distance of an UE from the BS located at distance d from the center of
the square field

where F(r, d) is the CDF of distance R of a UE from the BS located at d from the
center of the square field, C(r, d) is the circular field centered at the BS with radius
r, Ar(C(r, d) ∩ �) is the area of intersection of the circular field and the square
field, and Ar(�) is the area of the square field. From Fig. 10.18, it can be observed
that the intersection of the circular with square field changes with r. Moreover, the
intersection also changes with d from the center of the square field. Based on it, the
CDF F(r, d) for d ∈ [0, a

4 ] can be determined as:
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Similarly, we can determine the CDF F(r, d) and PDF f (r, d) for other ranges of
d . Now, using the same procedure, we determine the CDF F(r, d) and PDF f (r, d)

of distance of a UE from the BS located at d from the peak of the triangular field as
shown in Fig. 10.19. For d ∈ [0, a

2 ], the distribution can be determined as:
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Fig. 10.19 Distribution of distance of an UE from the BS located at distance d from the peak of
the triangular field
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F(r, d) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F21 = πr2

a2 , p : 0 ≤ r < d√
2

F22 = 1
a2

[(√
2d
√

r2 − d2

2 + (π

−2 cos−1 d
r
√

2

)
r2
]
, q : d√

2
≤ r < d

F23 = 1
a2

[
d2

2 + d√
2

√
r2 − d2

2

+( 3π
4 − cos−1 d

r
√

2

)
r2
]
, r : d ≤ r < a − d

F24 = 1
a2

[
d2

2 + d√
2

√
r2 − d2

2

+(a − d)
√

r2 − (a − d)2

+( 3π
4 − cos−1 d

r
√

2

− cos−1 (a−d)

r

)
r2
]
, s : a − d ≤ r

<
√

(a − d)2 + a2

F25 = 1, t : r ≥ √
(a − d)2 + a2.

(10.19)
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Similarly, we can compute the distribution for other ranges of d .
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Chapter 11
Spectrum Sensing for Cognitive Radio
Networks

Abhijeet Bishnu

Abstract There is a massive increase in the number of global users for wireless
services such as broadband, cellular, and television. Thus, there is a requirement of
uninterrupted connectivity with higher data rates. However, the current static fre-
quency allocation method is unable to serve such a massive increase in users and
their desired services. As a result, innovative methods should be used or developed,
which can efficiently exploit the available spectrum with the minimum requirement
of extra resources. Cognitive radio is one such attractive solution that exploits the
spectrum efficiently by making opportunistic usage of the frequency bands that are
not being used by licensed or primary users. Cognitive radio has the capability to
measure, learn, and sense the parameters related to the radio environment, available
spectrum, and power in the spectrum. In this chapter, first, we discuss the methods
of spectrum sharing between the primary and secondary users. Next, we introduce
different types of spectrum sensing schemes, which are classified under blind and
non-blind techniques. We also examine different noise models, including Gaussian
and color noise. In addition, cooperative spectrum sensing is also discussed, followed
by the implementation of various algorithms on software-defined radio. At last, cog-
nitive radio with full-duplex communication is discussed, which is considered in the
context of 5G and beyond communication.

Keywords Cognitive radio · Spectrum sensing · Frequency sharing · Blind
detection · Non-blind detection

11.1 Introduction

Each country has its own telecommunication regulation authority which allocates fre-
quency bands to the users which are licensed to use the allotted band on a long-term
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basis. The licensed users are also allotted the topographical area for the use of allotted
frequency bands. However, in the study conducted by different researchers world-
wide, it has been found that a large amount of allotted spectrum across the globe
remains underutilized in time, frequency, and space (Mishra and Johnson 2014).
This inefficient usage of the precious limited spectrum motivates for the evolution of
advanced spectrum access/sharing methods. In such advanced accessing schemes,
the unlicensed users which are also known as secondary users are allowed to access
the unused frequency bands temporarily. This technology of allowing secondary
user (SU) to use spectrum of primary user (PU) in a more flexible and comprehen-
sive way is called as cognitive radio (CR) technology (Wang and Liu 2011). CR is
a promising solution which provides an effective and efficient usage of spectrum
through dynamic spectrum allocation. CR has the capability to adjust the transmitter
parameters in accordance with the operating wireless environment. Unlike conven-
tional radio devices, CR-enabled devices provide cognitive capability and reconfig-
urability to the users. Cognitive capability means the ability to sense and collect
information such as transmission frequency, power, and modulation from the nearby
environment (Wang and Liu 2011). Reconfigurability means the ability to quickly
change the operational parameters according to the gathered information to achieve
the optimal usage of the resources thereby providing better performance (Wang and
Liu 2011). By making opportunistic use of spectrum, CR enables SUs to observe
the vacant sections of the spectrum, chose the best-unoccupied channel, coordinate
spectrum sharing with secondary users (SUs), and free the channel usage whenever
a PU desired to use the same spectrum. Based on dynamic spectrum sharing in CR,
the SUs opportunistically use the spectrum without interfering or with an acceptable
interference with the PUs communication using three techniques: underlay, overlay,
and interweave techniques (Haykin and Setoodeh 2015).

In underlay CR technique, the interference caused by the unlicensed transmitter
to the licensed receiver must be maintained under a certain threshold limit. Whereas
in overlay CR technique, the SUs must have information about both PUs and SUs
and the wireless channel between them which is a challenging task. In the interweave
CR technique, SUs must not interfere the operation of PUs which means that as soon
as the SUs detect the presence of active PUs in the same frequency band, they must
shift to different frequency bands. The first wireless standard known as IEEE 802.22
wireless regional area networks (WRAN) is defined based on the interweave CR
technique where digital TV (DTV) and wireless microphone are the PUs, and SUs
are customer premises equipment (CPE) (Bishnu and Bhatia 2015). According to the
federal communication commission (FCC), in in-band spectrum sensing (SS), the
detection of active PUs should be detected within 2 s, and the missed detection and
false alarm probabilities to be less than or equal to 0.1 for maximum protection of
active PUs (Kim and Shin 2010). To meet such stringent conditions, in-band sensing
must be done once in every two seconds, and also, a detection algorithm should
be selected to yield optimal performance. Since SS is done in the course of quiet
periods within which SUs communication is restricted. Thus, the effect of SS on SUs
quality-of-service must also be evaluated.
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SS in CR can be of two types; (a) blind SS (BSS) techniques, and (b) non-blind
SS (NBSS) techniques. In BSS techniques, such as covariance (Cov), energy detec-
tion (ED), eigenvalue (Egnval), principal component analysis (PCA); the a priori
information of PUs signal attributes is not required. Whereas in NBSS techniques
such as power spectral density (PSD), cyclic prefix (CP), pilot tones (PT), and cyclo-
stationary techniques (CST), SUs must have some attributes of the PUs. However,
in the colored Gaussian noise, the signal detection performance of most of the algo-
rithms deteriorates. On the other hand, in the literature, there are few algorithms
which perform sensing in colored noise scenario. These are based on the correlation
(Corr) coefficient of the noise samples. There are other issues like noise uncertainty,
fading, and shadowing which degrades the performance of the algorithms. To cir-
cumvent the issues cooperative, SS is proposed in the literature. Cooperative sensing
mitigates the probabilities of missed-detection, and also, the false alarm.

In this chapter, first, we discuss the methods of spectrum sharing between the
primary and secondary user. Next, we introduce different types of SS schemes which
are classified under BSS and NBSS, and also, in both Gaussian and colored noise
scenarios. In addition, cooperative spectrum sensing is also discussed followed by the
implementation of various algorithms on software-defined radio. At last, cognitive
radio with full-duplex communication is discussed which is considered as 5G and
beyond communication.

11.2 Mathematical Model

Let us consider that the symbol x(t) represent continuous-time (CT) signal received
at the SU and is sampled with period Ts, denoted is as x[n] = x(nTs). The signal
detection at PU can mathematically be modeled using binary hypothesis (Wang and
Liu 2011) as:

H0 : x[n] = w[n] (11.1)

H1 : x[n] = s[n] + w[n] (11.2)

where w[n] and s[n] are the additive white Gaussian noise (AWGN) and the trans-
mitted signal of PU, respectively, in discrete-time (DT) domain. Also, we assume
that the signals s[n] and w[n] are uncorrelated. In null hypothesis H0, the PU’s signal
is absent, and it is present under the alternative hypothesis, H1.

The problem of sensing is based on the statistics of sensing segment which is
having M sensing vectors and L (smoothing factor) subsequent output sample vectors
in DT domain as:

xq = [x[q], x[q + 1], . . . , x[q − L + 1]]T (11.3)

where the symbol (.)T is the transpose operation of (.) vector/matrix.
For large M , the Cov matrix of received sample can be approximated as:
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Cxx = 1

M

M∑

q=1

xqxT
q (11.4)

Therefore, the Cov matrix of received sample of ith sub-segment can be obtained as:

Cxx,i = 1

M

(i−1)M+M∑

q=(i−1)M+1

xqxT
q (11.5)

Similarly, the Cov matrix of sample transmitted is given as:

Css = 1

M

M∑

q=1

sqsT
q (11.6)

and, the Cov matrix of noise sample is given as:

Cww = 1

M

M∑

q=1

wqwT
q (11.7)

To evaluate the performance of SS, two probabilities are of interest as detection
probability, Pd = P(H1|x[n] = s[n] + w[n]), and the probability of false alarm Pf =
P(H1|x[n] = w[n]). In CR, the Pf associates with the spectral utilization, and Pd

associates with the interference to PU (Hou and Qiu 2014).

11.3 Spectrum Sensing Techniques for White
Gaussian Noise

SS algorithms for white Gaussian noise (WGN) can be broadly categorized into two
types, i.e., (a) blind, and (b) non-blind.

11.3.1 Blind Sensing Algorithms

In BSS, the apriori information of some attributes of signal of PU is not required.
BSS can further be categorized into Cov matrix, ED, and Egnval-based algorithms.
From the aforementioned techniques, the Egnval-based algorithm depends on the
Cov matrix of the samples received. Various BSS techniques are discussed below.
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11.3.1.1 Energy Detection

ED is one the most simple techniques for detection of the presence of PU’s signal.
However, at low signal-to-noise ratio (SNR), performance of ED deteriorates. The
key idea behind this technique is that it computes the energy of the received Ns

samples as:

ZED = 1

Ns

Ns∑

q=1

|x[i]|2 (11.8)

The probability density function (PDF) of the computed energy ZED is known to
follow Chi-squared (χ2) distribution with Ns degree of freedom. Further, it can
be approximated by the Gaussian distribution with μED mean and σ 2

ED variance.
Threshold is calculated under H0 on the basis of PDF of ZED and Pf as (Sobron et al.
2015):

ZED = Q−1(Pf)σED + μED (11.9)

where Q−1(·) is the inverse Q function and λED is the detection threshold. PU’s
signal exits if ZED > λED.

11.3.1.2 Three-Event Energy Detection

This detection technique is used for PUs with duty cycle. Duty cycle is defined
as the time in which an active PU is present to the total sensing time of detection
of PUs. In this technique, three consecutive sensing slots energy, Eq−1, Eq , Eq+1

are estimated. If the energy of the first slot, i.e., Eq−1, is found greater than some
predefined threshold then the PU is considered to be active. If the energy of the first
slot is less than the threshold, then estimate the energy of the second slot (Eq ). If
the energy of the second slot is greater than the threshold, then PU exists; otherwise,
estimate the energy in the third slot. If energy of all the three slots is less than the
threshold, then the sensing band is available for SUs. The computational complexity
of this method is greater than the ED.

Threshold of three event energy detection (3EED) under the hypothesis H0 on the
basis of Pf and pdf is given as (Vladeanu et al. 2016):

λ3EED = [Q−1(1 + 3
√

Pf − 1)2
√

2Ns + Ns]σ 2
w (11.10)

where λ3EED is detection threshold and σ 2
w is the noise variance.

11.3.1.3 Covariance Absolute Value

In this technique, the statistical Cov matrix of received DT samples is obtained. Next,
from the Cov matrix, the two test statistics are evaluated as (Zeng and Liang 2009):
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ZCAV1 =
M∑

x=1

M∑

y=1

|rxy| (11.11)

ZCAV2 =
M∑

x=1

|rxx | (11.12)

where rxy is the element of Cxx . The detection threshold λCAV under H0 is given as:

λCAV =
1 + (L − 1)

√
2

Nsπ

1 − Q−1(Pf)
√

2
Ns

(11.13)

It is observed from the Eq. (11.13) that the detection threshold for CAV method is
independent of noise variance. The PUs signal exists if ZCAV1/ZCAV2 > λCAV.

11.3.1.4 Maximum Eigenvalue Detection

In maximum ED (MED) signal detection technique, the maximum Egnval of Cov
matrix of the received sample is used for the detection of active PU’s signal. Basically,
to analysis of the method and calculation of detection threshold is performed by
random matrix theory. The test statistics can be calculated as (Zeng et al. 2008):

ZME = γmax (11.14)

where γmax is the maximum eigenvalue of Cxx . The detection threshold λME, under
H0 is calculated as:

λME = (
√

Ns + √
L)2

Ns

(
1 + (

√
Ns + √

L)−2/3

(NsL)1/6
F−1

1 (1 − Pf)
)

(11.15)

where F1 is the cumulative distribution function (CDF) of order-1 Tracy-Widom
distribution. The maximum eigenvalue of Cov matrix follows order 1 and order 2
Tracy-Widom distribution for real and complex data, respectively. The PU’s signal
exists if ZME > λMEσ 2

w.

11.3.1.5 Max. to Min. Eigenvalue Detection

In max. to min. Egnval (MME)-based technique, the detection is performed by finding
the ratio of maximum Egnval to minimum Egnval of Cov matrix of the received
sample. In this technique, the test statistics is calculated as (Zeng and Liang 2009):



11 Spectrum Sensing for Cognitive Radio Networks 225

ZMME = γmax

γmin
(11.16)

where γmin is the minimum eigenvalue of Cxx . The detection threshold λMME, under
H0 is calculated as:

λMME = (
√

Ns + √
L)2

(
√

Ns − √
L)2

(
1 + (

√
Ns + √

L)−2/3

(NsL)1/6
F−1

1 (1 − Pf)
)

(11.17)

It is observed from the Eq. (11.17) that the detection threshold for MME method is
independent of noise variance, and therefore, it is more robust than ED- and ME-
based signal detection. The PU’s signal exists if ZMME > λMME.

11.3.1.6 Energy with MED

The ratio of the energy of received samples to the minimum Egnval of Cov matrix of
received sample is used for signal detection in energy with minimum Egnval (EME).
In this technique, the test statistics can be calculated as (Zeng and Liang 2009):

ZEME = ZED

γmin
(11.18)

The detection threshold λEME, under H0 is calculated as:

λEME =
(
√

2

Ns
Q−1(Pf) + 1

) Ns

(
√

Ns − √
L)2

(11.19)

Again, it is observed from the Eq. (11.19) that the detection threshold for EME
method is independent of noise variance, and therefore, it is more robust than ED-
and ME-based signal detection under noise uncertainty. The PU’s signal exists if
ZEME > λEME.

11.3.1.7 Arithmetic to Geometric Mean Detector

In this type of signal detection, a likelihood ratio is used to find an unstructured
estimate of Cxx . In particular, this detector computes the arithmetic-to-geometric
(AGM) of eigenvalues of covariance matrix of received sample which is used for
signal detection. The test statistics is calculated as (Font-Segura and Wang 2010):

ZAGM =
1
L

∑L
l=1 γl

(
∏L

l=1 γl)1/L
(11.20)
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where γl are the eigenvalues of Cxx . The threshold λAGM is obtained with the help
of PDF of ZAGM and given Pf under H0. The PU’s signal exists if ZAGM > λAGM.
Further, the detection threshold of AGM is independent of noise variance.

11.3.1.8 Scaled Largest Eigenvalue (SLE) Detection

SLE signal detection is based on the computation of the scaled version of the maxi-
mum eigenvalue of covariance matrix of received sample. The detection performance
of this scheme is better than that of the MME and EME as shown in (Wei and Tirkko-
nen 2011). The test statistics is given as (Wei and Tirkkonen 2011):

ZSLE = γmax

Tr(Cxx )
(11.21)

where Tr(·) is trace, i.e., sum of all the diagonals of (·). The detection threshold λSLE

is calculated under H0 for the specified Pf as:

1 − H(u) = Pf (11.22)

where H(u) is the CDF of ZSLE with a polynomial in the variable u. The PU’s signal
exists if ZSLE > λSLE.

11.3.1.9 Function of Matrix Based Detection (FMD)

In FMD, monotonically increasing property of trace operation on matrix is used for
signal detection. The test statistics is calculated as (Lin et al. 2012):

ZFMD = Tr
( 1

K

K∑

q=1

Cxx,q

)
(11.23)

The detection threshold λFMD, under H0 for the specified Pf is calculated as:

λFMD =
(

1 + Q−1(Pf)

√
2

NsK

)
Lσ 2

w (11.24)

The PU’s signal exists if ZFMD > λFMD.

11.3.1.10 Feature Template Matching

The signal detection, in this, is performed by using the dominant Eigenvector of the
Cov matrix of both the transmitted and the received samples. Under this scheme, the
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test statistics is calculated as (Zhang and Qiu 2013):

ZFTM = |ϕT
ss,1ϕxx,1| (11.25)

where |t | represents the absolute value of t , and ϕss,1 and ϕxx,1 are the dominant
Eigenvector of Css and Cxx , respectively. The detection threshold λFTM, with the
help of given Pf and PDF of ZFTM under H0 is calculated. The PU’s signal exists if
ZFTM > λFTM.

11.3.1.11 Principal Component Analysis

It PCA, the dimensionality of a data set is reduced which consists of a large number of
variables, while preserving the variation present in the data set as much as possible
(Jolliffe 1986). It is attained by transformation to a new set of variables which is
known as principal components (PCs) that are not correlated and are ordered such
that the initial few PCs preserve significant amount of the data variation as compared
with the rest of the PCs (Bhatti et al. 2012). In this scheme, the test statistics consists
of the sum of the P largest Egnvals of Cxx as (Bhatti et al. 2012):

ZPCA = 1

P

P∑

p=1

γp (11.26)

where γ1 ≥ γ2 . . . ≥ γp. The threshold λPCA, with the help of given Pf and PDF of
ZPCA is calculated under H0. The PU’s signal exists if ZPCA > λPCA.

11.3.1.12 Grassmannian Manifold-Based Spectrum Sensing

This method is based on the canonical correlation analysis between the two data sets.
These data sets are formed with the help of the principal Eigenspace of Css and Cxx

(Bishnu and Bhatia 2018). This principal Eigenspace is also known as Grassmannian
covariance matrix (GCM). With the help of GCMs, a test statistics is defined which
is used for signal detection as:

ZGCM =
( r∏

i=1

cos2θi

)1/2
(11.27)

where θi are the principal angles between two GCMs and r is the first r column of
GCMs. The threshold λGCM, with the help of given Pf and PDF of ZGCM is calculated
under H0 as:

λGCM = Q−1(Pf)σ + μ (11.28)
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where σ 2 and μ are the variance and mean of ZGCM respectively. The PU’s signal
exists if ZGCM > λGCM.

11.3.2 Non-Blind Spectrum Sensing Algorithms

In NBSS method, receiver has knowledge of the signal transmitted from the users
or its attribute in advanced. NBSS algorithms comprise of pilot signal, PSD, CP,
and cyclo-stationary-based technique for orthogonal frequency division multiplexing
(OFDM) system. The NBSS algorithms are given as:

11.3.2.1 Pilot Tones

This SS algorithm is build on the time-domain symbol cross-correlation (TDSC) of
two OFDM symbols. The TDSC algorithm uses the property that there is a non-
zero constant term inserted in the TDSC if the two OFDM symbols have the same
frequency-domain pilot symbols (Chen et al. 2009). Thus, the proposed SS algorithm
can be applicable to any OFDM system which allocates pilot symbols in frequency
domain. The TDSC algorithm consists of two methods as:

• Neyman-Pearson Method In this method, the signal detection test statistics is
calculated as (Chen et al. 2009):

ZNPPT = |C(u)| (11.29)

where u is the symbol index difference between two OFDM symbols and C(u) is
the accumulated TDSC function. C(u) is represented as (Kim et al. 2007):

H0 : C(u) = ξ(u) (11.30)

H1 : C(u) = θ(u)
 + ξ(u) (11.31)

where θ(u) represents a phase rotation of carrier frequency offset, 
 is the aver-
age pilot tone received signal power divided by N 2 (N is the FFT size of OFDM
system), and ξ(u) follows the standard normal distribution.

• Maximal Ratio Combining (MRC) Method The signal detection test statistics
of MRC method is calculated as (Chen et al. 2009):

ZMRCPT =
∣∣∣
∑

u

S(u)S(u + d)R(u, u + d)

∣∣∣ (11.32)
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where S(u) represents the number of TDSC function of two OFDM symbols that
are accumulated and added, and R(u, u + d) represents the conjugate product
of these accumulated functions. The detection threshold λMRCPT, under H0 for a
particular Pf is calculated as:

λMRCPT =
√

−σ 2
H0

ln(Pf) (11.33)

The PU’s signal exists if ZMRCPT > λMRCPT.

11.3.2.2 Cyclic Prefix

In CP signal detection, the correlation of the two N samples apart pieces of the
received samples is used for signal detection. The test statistics for this method is
calculated as (Lei and Chin 2010):

H0 : ZCP =
W∑

d=1

w[d]w∗[N + d]
|x[d]|2 (11.34)

H1 : ZCP =
W∑

d=1

x[d]x∗[N + d]
|x[d]|2 (11.35)

where (·)∗ represents the conjugate of (·) and W represents the observation window.
The detection threshold λCP, under H0 for a particular Pf can be calculated as:

λCP = W

2
P−1

k=2,λ0= 2c2
W

(1 − Pf) (11.36)

where P−1
k,λ0

(t) denotes the inverse of the non-central chi-square CDF with k-degrees
of freedom and non-centrality parameter λ0 at a particular Pf. The PU’s signal exists
if ZCP > λCP.

11.3.2.3 Joint Sensing Method

The detection in this method is based on CP, and PT inserted in OFDM signals (Chen
et al. 2012). The test statistic for this method is calculated as (Chen et al. 2012):

ZCPPT = μ1,R

σ 2
0,R

�(R) + μ1,C(u)

σ 2
0,C(u)

�(C(u)) (11.37)

where μ1,R represents the mean value of cross-correlation (R) of received samples
under H1, σ 2

0,R is the variance of R under H0, μ1,C(u) is the mean of C(u) under H1,
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σ 2
0,C(u) is the variance of C(u) under H0 (C(u) is test statistics for pilot tones bases

SS), and �(t) is the real part of (t). The detection threshold λCPPT, under H0 for a
particular Pf is calculated as:

λCPPT = Q−1(Pf)

√
σ 2

0,ZCPPT
(11.38)

where σ 2
0,ZCPPT

represents the variance of ZCPPT under H0. The PU’s signal exists if
ZCPPT > λCPPT.

11.3.2.4 Periodogram Based Method

In this method, correlation of received signal’s periodogram with the a priori spectral
attributes of the PU’s signal is used for signal detection. The test statistic for this
method is calculated as (Quan et al. 2009) as:

ZPG = 1

N

N∑

k=1

SN
x (k)SN

s (k) (11.39)

where SN
x (k) and SN

s (k) are the power spectral density of the received signal and
transmitted PU’s signal, respectively. Next, the detection threshold λPG is based on
the PDF of ZPG at a particular Pf under H0. The PU’s signal exists if ZPG > λPG.

11.3.2.5 Cyclo-Stationary

Cyclo-stationary is the property of signal which varies periodically with time.

• Spectral Correlation (SC)
In SC method, the correlation of the received signal is obtained by searching over
the complete bandwidth which is given as (Han et al. 2006):

S( f )�t = 1

�t

�t/2∫

−�t/2

1

T
XT

(
t, f + α

2

)
X∗

T

(
t, f − α

2

)
dt (11.40)

where T is the cyclo-stationary period, α is the cyclic frequency parameter, �t
represents the interval time, and XT (t1, t2) is calculated as (Lunden et al. 2007):

XT (t1, t2) =
t1+T/2∫

t1−T/2

x(u)e− j2πut2 du (11.41)
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The above correlation function is used to search for the unique cyclic frequencies.
The PU’s signal exists if unique cyclic frequencies are detected.

• Multiple Cyclic Frequency The key idea behind this method is that a signal that
is cyclo-stationary at symbol frequency is also (typically) cyclo-stationary at all
the harmonics of symbol frequency. The test statistic is calculated as (Lunden et al.
2007):

ZMCF = max
α∈G

rxx (α)
−1
xx (α)r T

xx (α) (11.42)

where G represents the set of cyclic frequency, rxx (α) is calculated as:

rxx (α) = [�{Rxx (α, τ1)}, . . . , �{Rxx (α, τN )},�{Rxx (α, τ1)}, . . . , �{Rxx (α, τN )}]
(11.43)

Rxx (α, τ ) is given as:

Rxx (α, τ ) = 1

M

M∑

t=1

x(t)x∗(t + τ)e− j2παt (11.44)


xx (α) is given as:


xx (α) =
⎡

⎣�
{

Q+Q∗
2

}
�
{

Q−Q∗
2

}

�
{

Q+Q∗
2

}
�

{
Q−Q∗

2

}

⎤

⎦ (11.45)

where the (u, v)th entry of Cov matrix is given as:

Q(u, v) = S f τu f τv
(2α, α) (11.46)

Q∗(u, v) = S∗
f τu f τv

(0,−α) (11.47)

where S f τu f τv
denotes the unconjugated and S∗

f τu f τv
denotes the conjugated cyclic

spectra of f (t, τ ) = x(t)x∗(t + τ). The threshold λMCF, under H0 is obtained
using a specific value of Pf and the PDF of ZMCF. The PU’s signal exists if
ZMCF > λMCF.

• Cycle Frequency Domain Profile The signal detection and pre-processing, in this
method, for signal detection is performed by using the cycle frequency domain
profile (CFDP) (Kim et al. 2007). Threshold-test method is used for extracting the
signal features from CFDP. Hidden Markov model is used to process extracted
signal attribute for classification. The test statistics is calculated as (Kim et al.
2007):

ZCFDP = max(I (α))√∑M−1
α=0 I 2(α)

M

(11.48)
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where I (α) � max
f

|Cα
x ( f )| and Cα

x ( f ) = Sα
x ( f )√

S( f + α
2 )S( f − α

2 )
and Sα

x ( f ) represents

the spectral coherence and the spectral correlation functions, respectively. The
threshold λCFDP, under H0 is obtained with the help of a particular Pf and PDF of
ZCFDP. The PU’s signal exists if ZCFDP > λCFDP.

11.4 Spectrum Sensing Algorithms for Colored
Gaussian Noise

The performance of the algorithms discussed in Sect. 11.3 is good in AWGN sce-
nario. However, signal detection of most of the techniques deteriorates for the CGN
scenario. The techniques such as CP, PT, and cyclo-stationary which are typically
based on the cross-correlation function perform good at low SNR for the WGN
but the performance of the NBSS algorithms deteriorates at low SNR for the corre-
lated samples due to the colored noise. Similarly, performance of eigenvalue of Cov
matrix of the received sample-based techniques is good at low SNR for uncorrelated
samples or AWGN. However, the performance of Egnval-based techniques deterio-
rates and sometimes fails to detect the presence of PU’s signal for correlated signals
because of the swelling effect of Cov matrix (Horev et al. 2017. Due to filtering
and oversampling, the received samples are correlated (Sharma et al. 2013). It is
worth noting that passing the received signal at the input of the receiver through a
filter leads to correlated samples of noise due to filter’s transfer function. Similarly,
analog-to-digital converter (ADC) at receiving side samples received CT signal at
the rate higher than the Nyquist rate which leads to correlation in the output (Sharma
et al. 2013). There are few methods based on Cov matrix of the received signal for
the correlated samples as follows:

11.4.1 Standard Condition Number (SCN)

In this method, SCN is used for signal detection. SCN of a matrix is defined as
the ratio of maximum Egnval to minimum Egnval. The test statistic is calculated as
(Sharma et al. 2013):

ZSCN = b̃

ã
(11.49)

where
b̃ = 1 + β + 2αβ + 2

√
β
√

(1 + α)(1 + αβ) (11.50)

and
ã = 1 + β + 2αβ − 2

√
β
√

(1 + α)(1 + αβ) (11.51)
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β < 1, α = (
√

σ2 − √
σ1)

2/4σ1σ2, σ1 = (1 − ρ)/(1 + ρ), σ2 = 1/σ1, and ρ(< 1)

is the correlation coefficient of colored noise. The threshold λSCN, under H0 is
obtained with the help of particular Pf and PDF of ZSCN. The PU’s signal exists
if ZSCN > λSCN.

11.4.2 Maximum Eigenvalue

In this detection, maximum Egnval of Cov matrix of the received sample in the
presence of colored noise is used for signal detection. The test statistic is given by
Sharma et al. (2014):

ZMECN = γ c
max (11.52)

where γ c
max is the maximum eigenvalue of Cxx in the presence of colored noise. The

threshold λMECN, under H0 is obtained with the help of particular Pf as:

λMECN = σc F−1
1 (1 − Pf) + N 2/3

s νc

N 2/3
s

(11.53)

where

νc = 1

c

(
1 + c

2πμδ

σ2∫

σ1

1

(1 − γ c)γ

√
−γ 2 − 1 + 2γμ1dγ

)
(11.54)

and

σ 3
c = 1

c3

(
1 + c3

2πμδ

σ2∫

σ1

1

(1 − γ c)3

√
−γ 2 − 1 + 2γμ1dγ

)
(11.55)

here, c ∈ [0, 1/γ c
max], δ > 1, σ1 ≤ γ ≤ σ2, and μ1 = (1 + ρ2)/(1 − ρ2). The PU’s

signal exists if ZMECN > λMECN.

11.4.3 LogDet Covariance

In the presence of colored noise, the Cov matrix of received signal may have swelling
effect due to spurious variation to the signal, and hence Euclidean geometry is unsuit-
able for signal detection (Bishnu and Bhatia 2018). Two algorithms based on LogDet
of Cov matrix of received samples are proposed in (Bishnu and Bhatia 2018).
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11.4.3.1 LogDet of Received Samples Covariance Matrix

The test statistics of LogDet of Cov matrix of received samples (LDRSCM) for signal
detection is calculated as:

ZLDRSCM = logdet
( 1

K

K∑

q=1

Cxx,q

)
(11.56)

The detection threshold λLDRSCM, under H0 is obtained with the help of particular Pf

as:

λLDRSCM = F−1
1 (1 − Pf)

ρ2|log(|μTW1|)|√
Ns + √

L

( 1√
Ns

+ 1√
L

)1/3 + ρLlog(σ 2
w)

(11.57)
where μTW1 is the mean of Tracy-Widom distribution of order 1. The PU’s signal
exists if ZLDRSCM > λLDRSCM.

11.4.3.2 Energy with LogDet of Received Samples Covariance Matrix

The detection threshold of LDRSCM depends on the noise variance. Hence, Energy
with LogDet of received samples covariance matrix (ELDRSCM) is proposed whose
test statistics is defined for signal detection as:

ZELDRSCM = log(ZED)

ZLDRSCM
(11.58)

The detection threshold λELDRSCM, under H0 is obtained with the help of particular
Pf as:

λELDRSCM = ρ
√

NsL + Q−1(Pf)

ρ2 L
√

NsL
(11.59)

The PU’s signal exists if ZELDRSCM > λELDRSCM.

11.5 Cooperative Sensing

SS is highly vulnerable to noise variance, fading, and shadowing. To overcome
this problem, cooperative SS (CSS) is proposed in the literature. The CSS reduces
the missed detection and false alarm probabilities substantially (Yucek and Arslan
2009). Moreover, the cooperation also solves the hidden user (primary) problem and
reduces sensing time which result in the complexity reduction (Ganesan and Li 2005).
Developing efficient and effective information exchange algorithms and reduction in
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the complexity are the key challenges of SS (Guo et al. 2006). Cooperative SS is most
efficient when independent fading or shadowing influence each cooperative CR. Liu
and Sai (2006). In (Peh and Liang 2007), it is shown that coordination with all the
users in the network does not achieve the optimal signal detection and cognitive users
having strong PU’s SNR are chosen for cooperation. CSS can be accomplished in
three strategies as; (a) centralized sensing (Cen-S), (b) distributed sensing (Dis-S),
and (c) external sensing (Ext-S).

11.5.1 Centralized Sensing

In Cen-S, a central unit, also known as access point or controller, collects the sensing
information from cognitive or sensing devices, identifies the available spectrum based
on the information, and relays this information to all cognitive devices. There are
various methods which are applied by the central unit for signal detection by using
collected information as:

11.5.1.1 Signal-to-Noise Ratio

In SNR method (Visotsky et al. 2005), the presence of active PU’s signal is detection
by using the observed SNR value at each node Ui , for i = 1, 2, . . . , n, where n
represents the number of sensing devices. Here, the SS problem can be formulated
as:

H0 : SNRU ∼ N(μ0 × 1, σ 2
w
) (11.60)

H1 : SNRU ∼ N(μ1 × 1, σ 2
w
) (11.61)

where SNRU is the vector of SNRUi having dimension n × 1, 1 is an n × 1 vector
with all ones, 
 = 
/σ 2

w (where 
 is the Cov matrix of the received samples),
μ0 = μ(R) and μ1 = μ(R + δ) with δ > 0, where R represents the distance from
the PU transmitter where there is no interference by SU transmitter to PU receivers).
The test statistics for the method is given as:

ZSNR =
n∑

i=1

Bi (11.62)

if ith SU detects the PU;s signal then Bi = 1, otherwise 0. The detection threshold
λSNR, under H0 is calculated with the help of given Pf. The information of each Bi

is sent to central unit for deciding the presence of PU’s signal by central unit.
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11.5.1.2 Cluster Based Detection

In CSS, each sensing device sends its received information to the control unit over the
fading channel. This deteriorates the performance of signal detection. Cluster-based
SS (Clu-ss) enhances the signal detection performance by choosing all the sensing
devices into a few clusters and chose the most favorable sensing device in each cluster
to communicate to the control unit (Sun et al. 2007). The Clu-SS is implemented as
follows (Sun et al. 2007):

• First, very sensor m in cluster n collects energy En,m and sends observation On,m

to the cluster head, where On,m is some function � of En,m .
• Next, each cluster head receives information and makes a decision Cn on the basis

fusion function �.
• Finally, the cluster decision Cn is communicated to the control unit, and last deci-

sion of whether the PU’s signal is present or not is made on the basis of some
fusion function ϕ.

11.5.2 Distributed Sensing

In Dis-S, sensing devices exchange their received informations with each other
devices. Dis-S does not require the backbone structure, and it also yields the reduced
cost, hence it is more advantageous than centralized sensing (Yucek and Arslan
2009). A sensing device receives information from rest of the devices or SU’s and
decides the presence of PU’s signal if any of the devices detect the active PUs. This
fusion rule is known as OR-rule (logical OR operator) (Ghasemi and Sousa 2005).

11.5.3 External Sensing

In Ext-S, the information of availability of spectrum is collected by an external agent
or device and relay this information to the other sensing devices. Ext-S is used to
solve hidden PUs problem and the uncertainty of signal detection due to shadowing
and fading. In addition, as SU devices achieves savings in time, and hence, leads to
increased in spectrum efficiency.

11.6 Results and Discussion

From all the above various techniques for SS that have been discussed so far, the
most popular SS are Cov and Egnval based SS. In this section, the performance of the
techniques based on Cov and Egnval of Cov matrix of the received sample is analyzed
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.PU’s signal is real DTV signal (Tawil 2006) captured in Washington, DC, USA. For
all results, L = 10, K = 10, M = 500, Ns = 50000 are considered. Both WGN and
CGN are added to attain various SNR levels to the DTV signal (Shellhammer et al.
2006).

Figure 11.1 shows the Pd versus SNR of blind techniques for WGN at Pf = 0.1. It
is perceived from Fig. 11.1 that the FMD-based detection has best performance and
ED has worst performance at low SNR in terms of PU’s signal detection. PCA- and
ME-based SS achieves also good performance with marginal performance deterio-
ration (3–4 dB) as compared to FMD for Pd = 0.9. GCM-based SS has improved
performance as compared to the other of the algorithms except FMD, PCA, and
ME. The signal detection of other algorithms except that the FTM and EME are
same with high performance deterioration (9 dB) as compared to FMD. The perfor-
mance degradation of FTM and EME is same which is 11 dB as compared to FMD.
Figure 11.2 revels the Pd versus Pf of BSS techniques for WGN at -20 dB SNR. Also,
it is perceived from Fig. 11.2 that FMD, PCA, ME, and GCM achieve approximately
similar performance and better ROC than the other SS techniques. It is because they
are able to detect signal at very low Pf.

Figure 11.3 revels the Pd versus SNR of BSS techniques for CGN at Pf = 0.1. It is
perceived from Fig. 11.3 that the signal detection performance of LDRSCM-based
detection is much better than rest of the techniques. There are various techniques
including CAV, ME, MME, and SLE which are not able to detect the presence of
PU’s signal. LDRSCM provides 8 dB gain as compared to FMD for Pd = 0.9. For
the colored noise, MECN and SCN have much better performance as compared with
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Fig. 11.1 Pd versus SNR for BSS technique for WGN at Pf = 0.1
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Fig. 11.4 Pd versus Pf of blind techniques for colored Gaussian noise at −20 dB SNR

ME and MME for WGN. ELDRSCM has 1 dB performance degradation over than
FMD. MECN and SCN have 2 dB deterioration as compare to the FMD, whereas
PCA and FTM have 8 dB deterioration as compared to the FMD. It is also observed
Fig. 11.3 that there is more SNR requirement for Energy and EME as compare to
that of the FMD. Figure 11.4 revels the ROC of blind techniques for CGN at −20
dB of SNR. It is perceived from Fig. 11.4 that the signal detection performance of
LDRSCM, FMD, ELDRSCM, MECN, and SCN are approximately same and have
better performance over the other techniques as they are able to detect the signal at
very low Pf and low SNR. The PCA and FTM have superior ROC performance over
the EME and EBD.

11.7 Experimental Results

In this section, we present the analysis on the results of experimental setup for
some of the BSS algorithms which are discussed in previous section. The received
noise samples are correlated due to the filter in universal software radio peripheral
and correlation in noise samples (decaying exponentially) depends on the sampling
frequency. Figures 11.5 and 11.6 revel the Pd versus average received signal strength
(RSS) at Pf = 0.1 for uncorrelated and correlated PU’s signal, respectively. It is
perceived from both the Figs. that FMD has better signal detection than the other
blind SS methods. However, in the presence of correlated PU’s signal the performance



240 A. Bishnu

-121 -120.5 -120 -119.5 -119 -118.5 -118 -117.5 -117 -116.5 -116 -115.5
RSS (dBm)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
d

CAV
ME
MME
EME
FMD

Fig. 11.5 Pd versus RSS at Pf = 0.1 for uncorrelated PU’s signal
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Fig. 11.6 Pd versus RSS at Pf = 0.1 for correlated PU’s signal
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of FMD degrades as compared to uncorrelated PU’s signal. CAV detector is unable
to detect the presence of PU’s signal for uncorrelated signal, while it requires high
RSS to achieve signal detection for correlated PU’s signal as compared to other SS
methods. Similar to FMD, the signal detection performance of EME deteriorates
for correlated samples as compared to uncorrelated samples. However, the signal
detection performance of MME and ME deteriorates for uncorrelated samples as
compared to correlated samples.

11.8 Cognitive Radio with Full-Duplex

It is revealed from the above section that SU’s base stations sense the presence of PU’s
signal during quiet period. It is a period in which there is no communication between
SUs. In order to protect the PUs communication, BS has to sense the channel in every
2 s. This frequent quiet period leads to drastically reduces the spectral efficiency of
SUs. To increase the spectral efficiency of SUs, CR with full-duplex is proposed
in the literature. In CR with full-duplex, SUs base station employed full-duplex in
which base station of SUs simultaneously communicate with CPEs and also detect
the presence of PU’s signal. However, the major problem is the self-interference
created by the SUs base station to the PU’s signal and hence the base station of
SUs should employed some mechanism to cancel this self-interference for easily
detecting the PU’s signal.

11.9 Conclusion

In this chapter, various blind and non-blind spectrum sensing methods for both white
and colored Gaussian noise is discussed. The cooperative spectrum sensing whose
performance is much better than local spectrum sensing is also discussed. By analyz-
ing the simulation results of different spectrum sensing techniques, the maximum to
minimum eigenvalue technique is found to be suitable under white Gaussian noise,
while for fine sensing in the IEEE 802.22 standard, energy with LogDet of received
sample covariance matrix based sensing is found to be suitable under colored Gaus-
sian noise. In addition, performance of some blind algorithms in real environment
using software-defined radio is also analyzed. Further, method of increasing the
spectral efficiency of secondary users by employing full-duplex is also presented.
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Chapter 12
Cooperative Spectrum Sensing in Energy
Harvesting Cognitive Radio Networks
Under Diverse Distribution Models

Banani Talukdar, Deepak Kumar, Shanidul Hoque, and Wasim Arif

Abstract To address spectrum underutilization and energy constraint in wireless
communication technologies, cognitive radio networks (CRN) incorporated with
energy-harvesting (EH) ability is an evergreen solution. The dynamic behavior of
the primary user (PU) activity is a primary component that affects the performance
of a CRN. In this chapter, we investigate the impact of distribution functions on the
performance of an energy harvesting enabled cooperative CRN. We consider the
two most relevant distribution functions, namely Weibull and Erlang distributions,
to characterize the PU behavior in a prediction-based sensing under a cooperative
EH-CRN. Cooperative CRN offers better reliability of event detection, which results
in efficient spectrum utilization. In this chapter, we consider a centralized cooperative
EH-CRN whereby each cognitive radio (CR) node has the capability of scavenging
energy from radio frequency (RF) or non-RF sources depending on a combined
decision taken by the fusion center (FC). We use conventional and estimation-based
energy detection schemes in our analysis. Analytical formulae for the detection prob-
ability, harvested energy, normalized throughput, and energy penalty are established,
employing OR fusion rule. The impact of prediction error, number of cooperative
CR nodes, number of frames, and collision constraint on energy harvesting and
normalized throughput is also studied. Simulations are performed, and a thorough,
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comprehensive comparison of the results is presented. A detailed comparative anal-
ysis for both Weibull and Erlang distributions is also presented. The results show that
both distributions perform better than the conventional exponential distribution in a
centralized cooperative EH-CRN and signify the usability of the model in designing
practical systems.

Keywords Cognitive radio · Cooperative network · Energy harvesting · OR fusion
rule · Spectrum sensing · Weibull distribution

12.1 Introduction

Radio electromagnetic spectrum is perhaps the most precious radio resource and
is finite in nature. However, numerous studies have revealed that a greater portion
of these licensed radio bands remains unutilized, i.e., the spectrum occupancy is
less than <35% to be precise. This leads to an inept use of the radio spectrum
(Federal Communications Commission (FCC) 2003; Shared Spectrum Company).
The Federal Communications Commission (FCC) authorizes the secondary users to
access the licensed spectrum ingeniously (Mitola and Maguire 1999). Cognitive radio
is a proficient technology to address the spectrum crunch in wireless networks given
the rapid rise in wireless technology and applications. CR is a smart system in the
wireless communication domain that is receptive toward its surroundings, uses cogni-
tion to learn from its surroundings, and adapts its parametric variations accordingly
(Haykin 2005; Jondral 2005; Tandra and Sahai 2008; Akyildiz et al. 2011). The two
main purposes of CR are highly authentic and smooth communication and effective
usage of the radio resource. CR technology provides an efficient spectrum sharing
policy amongst the licensed users (i.e., PU) and the unlicensed users (i.e., secondary
user or CR node) when the spectrum remains unused by the PU (Federal Commu-
nications Commission (FCC) 2003). Spectrum sensing is a crucial step in a CRN as
it encounters the presence of PUs correctly and promptly when the secondary users
are unaware of the PU signals (Akyildiz et al. 2006, 2009; Ma et al. 2009; Yucek and
Arslan 2009). There exist various spectrum-sensing approaches, viz energy detec-
tion (Digham et al. 2007), matched filter-based detection (Yucek and Arslan 2009)
and cyclostationary spectrum detection (Gardner 1988, 1994), multi-taper method,
wavelet detection, etc. (Ma et al. 2009; Yucek and Arslan 2009). On the other side,
energy harvesting (EH) finds enormous application to meet the upcoming explosion
of wirelessly connected devices and associated network technologies. An energy
harvesting enabled cognitive radio network (EH-CRN) addresses both the matters of
spectrum underutilization and energy-efficient communication. This chapter investi-
gates the performance of estimation-based detection under a centralized cooperative
EH-CRN under the constraint of primary user activity model. We introduce Weibull
and Erlang distribution function to characterize the PU activity model and develop
the analytical expressions for various performance measuring metrics of the system
model.
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12.1.1 Literature Review

The ultimate motive of the spectrum-sensing approaches is to efficiently and swiftly
identify the available spectrum bands so that a secondary user can utilize the unused
spectrum band ingeniously without compromising the quality of service (QoS) of
the licensed user. The effect of the sensing period on the performance of a CRN is
investigated in Liang et al. (2008). In Liang et al. (2008), the authors studied that there
subsists a trade-off amongst the sensing duration as well as the throughput. Literature
(Xing et al. 2012) studied the outcome of the temporal behavior of PU activity over
sensing. Prediction-based sensing improves the quality of service (QoS) of PU and
spectral use altogether (Mariani et al. 2015). In Mariani et al. (2015), authors inves-
tigated different types of prediction mechanisms (e.g., prediction based on a hidden
Markov model, prediction done employing a multilayer perceptron neural network,
etc.). Prediction and sensing mechanisms in a CRN contribute significantly to iden-
tifying the present status of the PU in a radio spectrum. In Bhowmick et al. (2017),
the authors investigated the performance of a prediction-based sensing cooperative
CRN.

Awareness over energy conservation in the case of 5G wireless communication
networks is on the rise because of the excessive energy expenditure. 5G networks
are envisaged for its large-scale deployment in 2020 enabling extensive connectivity
and high data rate speeds. The remarkable lowering in communication delay, as well
as the support for practical multimedia applications, will rise. However, fulfilling
the strict energy usage as well as computation costs in a reasonable and viable
way is challenging. ICT alone leads to 5% of the total CO2 emanation as recorded
in the year 2015. This is expected to rise, as the number of mobile devices will
soar in the coming years. Extensive forecasts reveal that the total global electricity
demand ICT will escalate in 2020 and the data centers will consume the bigger
slice, i.e., 20.9% of the projected electricity demand. That means communication
networks will eat up around 300–9000 TWh (Barani 2020). To tackle these issues,
it is anticipated that 5G networks will disperse low power communication nodes.
Energy harvesting is a novel approach of powering wireless devices by converting
the energy present in the environment into useful electrical energy. Energy harvesting
is a very promising technology and possibly a greener solution to environmental
degradation (Shafie et al. 2015; Shafie and Khattab 2014). In Shafie et al. (2015)
and Shafie and Khattab (2014), the authors studied that a CR node harnesses the
energy, either from RF sources (e.g., downlink RF signal from the base station)
or from ambient sources (e.g., temperature, solar, wind, etc.). Energy harvesting
will lead to truly self-sustaining and perpetual nodes. Spectral as well as energy
efficiency improved by energy-harvesting CRN is investigated in Park and Hong
(2013). The distinct features of RF energy-harvesting wireless networks such as
low power and long distance wireless transfer clearly indicate that it is a suitable
method concerning energy efficiency in 5G technology. It is anticipated that beyond
5G technologies will incorporate the modern wireless technologies into an IP-based
network that will provide high performing network services universally (Akhtar
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et al. 2018). Lately, studies have been conducted over the dense distribution of small
cells upon a greater section of low radio frequency signals as this is a prospective
solution to spectrum sharing and energy efficiency in 5G systems. The deployment of
such a diverse environment accompanied by the concomitance of different classes of
cells and user equipment builds a heterogeneous network (HetNet) architecture that
have cracked huge prospects to meet the 5G standards (Bhandari and Joshi 2018). A
HetNet deployment assists in spectral efficiency by means of greater frequency reuse
and a lower transmit power. A certain other way of integrating CR principles with
5G standards is by allowing the coexistence of two or several HetNets spectrally in
various dimensions like time, spatial, frequency, and polarization by adopting various
approaches like carrier aggregation, cognitive beamforming, cognitive interference
alignment, etc. (Sharma and Rawat 2016).

A unique spectrum-sensing policy is proposed, and the average throughput of
an EH-CRN over energy causality with collision constraints has been investigated
in Park and Hong (2014). In Shafie (2014), the author studied a space-time coding
scheme to obtain maximum throughput in an EH cooperative CRN scenario. In
Mao et al. (2012), the author investigated an optimal energy controlling strategy
that maximizes the throughput of an EH sensor node. A novel approach of coexis-
tence is projected in Lee et al. (2013) where a SU can scavenge RF signals from
the neighboring PU transmitters in an opportunistic manner or transmit when the PU
transmitters are distant. In Zhang and Ho (2013), the authors mentioned that simulta-
neous sensing, as well as energy harvesting, is possible employing a power-splitting
device. In Ahmed et al. (2017), with the purpose of maximizing the amount of data
transmission of the SUs, an optimal detection threshold centered over the harvested
energy is obtained for protecting the PUs from a collision. To magnify the energy effi-
cacy of the CR networks, Yuan et al. (2018) put forward a spectrum sensing as well as
data transmission paradigm facilitated by energy harvesting. In Lee et al. (2018), an
optimal spectrum-sensing scheme for opportunistic spectrum utilization is suggested.
Besides, an energy-harvesting scheme taking into account the PU collision as well
as the energy causality constraint is proposed. In Kim (2019), a novel method for
concurrent spectrum-sensing technique and energy-harvesting paradigm is recom-
mended. Here, the entire received RF power is employed for energy harvesting.
Subsequently, depending on a portion of the harvested power, spectrum sensing is
carried out. Kumar et al. (2019a) analyze the performance of the hard fusion rules,
in particular, OR, AND, and majority rules in an EH-CRN in terms of throughput
and energy harvesting.

The PU activity contributes significantly to analyzing the performance of an EH-
CRN. Tele-traffic has always been characterized using an exponential distribution.
The user communication pattern has changed from voice-driven to content-driven.
Therefore, the exponential model used to define the PU activity is found to be inap-
propriate in such scenarios. Also, the assumption of exponential distribution in case
of an ideal and busy period of a PU is not valid for all frequency bands, instead,
distribution with heavier tails is more appropriate for such characterization. The
throughput performance also drops significantly when considering an exponential
distribution. This is the primary motivation behind carrying out this work to analyze



12 Cooperative Spectrum Sensing in Energy Harvesting Cognitive … 249

the performance of some other widely used distribution functions in the domain
of signal processing and communication in EH-enabled CRN. Weibull and Erlang
distributions are extensively used in reliability engineering, as well as other applica-
tions such as survival analysis, information retrieval, model fading channels in wire-
less communications because of its simplicity and adaptability (Hoque et al. 2018).
Also, these two functions are more generic with respect to exponential function and
therefore are very useful in analyzing the performance of any system. The flexi-
bility of Weibull and Erlang distribution is a prime reason for incorporating them in
analyzing the performance of EH-CRN. The detection probability, false alarm proba-
bility, spectrum reuse, harvested energy, normalized throughput, and energy penalty
of a central cooperative EH-CRN by employing OR fusion rule are developed. In Arif
et al. (2015), the authors studied the impact of SU mobility by considering intra-cell
spectrum handoff mechanism, modeling, and characterizing the PU activity using
distinct distribution functions in a CR network is shown. Hoque and Arif (2017)
present an elaborate mathematical analysis of spectrum handoff considering general
distributions characterizing the length of the SU’s call. For analysis of conventional
data and telecommunication network, the call holding and channel holding inter-
vals are usually considered to obey exponential distribution for accommodating the
analytical results. It is stated that modeling the call and channel holding time using
exponential distribution by no means are appropriate for the investigation of any
tele-traffic network. In Kumar et al. (2019b), the authors studied the impact of the
Weibull distributed PU activity model on an EH-CRN. The performance of such a
network for ideal energy detector and estimated noise power-based energy detec-
tion spectrum-sensing strategies is studied. In this chapter, we consider both energy
detection and estimated noise power-based energy detection methods and analyze
the system performance.

12.1.2 Organization of the Chapter

In Sect. 12.2, we present the system model, activity model of PU, global prediction,
global sensing, and combined decision, and we obtain the analytical equations for
determining the probability of detection, probability of false alarm, and improvement
in spectrum reuse. We formulate the analytical expressions for energy harvesting,
normalized throughput, and energy penalty in Sect. 12.3. Section 12.4 exhibits the
mathematical results and discussions and lastly, and in Sect. 12.5, we put forward
the conclusion to our work.

12.2 System Model

In this chapter, we discuss about a centralized cooperative CRN with N number of
CR nodes connected to a fusion center (FC), and each node is capable to harvest
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energy. We use prediction-based sensing for local as well as global decisions in such
a framework. A CR node predicts the existence of a PU and sends the prediction
outcome in the form of hard binary [0 1] to the FC where ‘0’ represents the absence
and ‘1’ represents the presence of PU at any instant. We use OR fusion rule at
FC to combine the cooperative data to acquire the global prediction toward the
existence of a PU. The local sensing data (hard decision: {0 or 1}) from CR is
also fused at FC for global sensing decisions based on OR fusion rule. There exists
various rules for issuing a final decision concerning the existence of PU. Cooperation
amongst the existing nodes is incorporated to strengthen the reliability of event
detection in CRN. The method of fusing the local decisions at the FC is termed as
decision fusion that could be a hard decision fusion or soft decision fusion. In a
hard decision fusion, the local decisions taken by the nodes are combined to reach
to a global decision, whereas in soft decision, a weighted value of test statistics of
individual nodes is combined to obtain a global decision. Here, we use OR fusion
rule which is a simple decision-making rule and is categorized as a hard decision
rule used in centralized or decentralized cooperative CRN. The OR rule is formulated
as H1 : � = ∑N

i=1 Ii ≥ 1; H0 : Otherwise. According to this rule, if any of the
outcomes of the sensing decisions stands in favor of existence of PU, then the overall
decision stands in support of the existence of a PU. For making global decision,
binary hypothesis is used where hypothesis H0 states the inexistence of PU and H1

states that the PU exists based on the decision rule with respect to the test statistics
of the received signal. In the presented model, both the global prediction and global
sensing decisions are used to frame a combined decision, which determines the
overall transmission and energy-harvesting schedule of CR nodes in the network.
Here, FC creates a four-level quantized decision (00 or 01 or 10 or 11) depending
on the mutual decision of global prediction as well as global sensing where the
start bit signifies global prediction outcome and the next bit signifies global sensing
outcome. In the proposed model, we consider that a CR node scavenges energy over
the prediction and the sensing durations from both the RF sources and the non-RF
sources. The energy harvesting as well as the transmission of the CR nodes all through
the transmission interval is centered on the combined decision of FC as shown in
Table 12.1. The CR node begins transmitting after the prediction time and the sensing
time if and only if the combined decision declares that PU is absent (i.e., ‘00’) and
harvests energy from RF sources if and only if combined decision declares that PU

Table 12.1 CR energy harvesting and transmission decisions (Kumar et al. 2019b)

Collective
prediction
decision

Collective sensing
decision

Combined global
decision

CR harvesting
source

CR transmission

H0 H0 00 Non-RF source Yes

H0 H1 01 Non-RF source No

H1 H0 10 Non-RF source No

H1 H1 11 RF source No
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Fig. 12.1 Frame organization of a multiple detection cycle

is present (i.e., ‘11’). We consider that the energy needed to run the harvester per unit
time is less than the harvested energy out of RF and non-RF sources per unit time. We
also assume that a CR switch ON each of the two harvesters (i.e., RF as well as non-
RF) during the prediction and the sensing time given the total time for both predictions
as well as sensing is very short, in comparison with the transmission interval of the
frame. Alternatively, a CR turns ON just one harvester during the transmission time
of the frame because of energy constraints. The prediction-sensing circuit receives
1 − η part, and the energy-harvesting circuit obtains η a fraction of the reserved
energy instantaneously using an energy-splitting device.

The projected system model is portrayed in Fig. 12.1. The detection frame
having a length T is a combination of prediction interval τp, sensing interval τs,
and transmission interval Tr for a single frame. In case considering multiple frames,
τp = τp,i , τs = τs,i and Tr = Tr,i where i = 1, 2, 3, … M, M represents the number of
detection frames. Thereafter, we consider that the PU behavior is random in nature
and can take up the channel again during transmission. In this scenario, the trans-
mission time comprises useful transmission interval Tr,use and dwelling instant (or
the PU reoccupation interval), i.e., Tr = Tr,use + Tc. The analytical framework for
a single frame and multiple frames for the projected system model is established in
the subsequent subsections.

12.2.1 Activity Model of PU

To define the states of a PU, namely idle and busy, a Markov model (Shi et al. 2013)
having two states is employed under the hypotheses H0 and H1 where hypothesis
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Fig. 12.2 Primary user activity model

H0 states the inexistence of PU and H1 states the existence of PU, respectively. In
this chapter, we introduce Weibull distribution and Erlang distribution functions to
describe the primary user behavior for evaluating the overall performance of the
different performance measuring parameters for a centralized EH-enabled coopera-
tive CRN. In Fig. 12.2, a two-state Markov model is shown having two states where
the PU activity model follows an Erlang distribution. The PU changes its state from
idle to busy and back with rate 1/kα and 1/kβ correspondingly. The PU remains in
idle state and busy state with −1/kα and −1/kβ, respectively.

12.2.1.1 Weibull Distribution

Weibull distribution is widely employed in reliability engineering additionally with
other applications because of its effortlessness and adaptability (Hoque et al. 2018;
Hoque and Arif 2018). Weibull distribution has a broad application area such as in
communication engineering. To model a fading channel in wireless communication,
the Weibull distribution model appears to display a good fit to experimental fading
channel measurements. This distribution is influenced by its shape and scale param-
eters. The flexibility of this distribution motivates us to employ this in modeling the
PU activity. The idle state and the busy state have a probability density function,
which is expressed as Eqs. (12.1–12.2) (Kumar et al. 2019b):

PI(t) = mα−1
(
tα−1

)m−1
exp
(−tα−1

)m
(12.1)

PB(t) = mβ−1
(
tβ−1

)m−1
exp
(−tβ−1

)m
(12.2)

where α, β, m and P(.) indicate the rate parameter of the idle state, rate param-
eter of busy state, shape parameter of the Weibull distribution, and probability,
respectively. The mean value of the idle and the busy states is α�(1 + 1/m) and
β�(1 + 1/m) where �(·) characterizes the Gamma function and is specified by
�(1 + m) = ∫∞

0 xme−x dx . The stationary probabilities of the idle state and the busy
state are given as P(H0) = α/(α + β) and P(H1) = β/(α + β). The Weibull distri-
bution is associated to several other probability distribution functions. For instance,
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Weibull distribution interpolates between exponential distribution when m = 1 and
Rayleigh distribution when m = 2 and α = √

2σ 2.

12.2.1.2 Erlang Distribution

Being a continuous probability distribution, the Erlang distribution has a wide appli-
cability because of its affinity to the exponential distribution (Arif et al. 2015; Hoque
and Arif 2017). The idle and the busy states have the probability density function
given as Eqs. (12.3–12.4):

PI(t) = aktk−1 exp(−ta)
/

(k − 1)! (12.3)

PB(t) = bktk−1 exp(−tb)
/

(k − 1)! (12.4)

where a, b and k indicate the rate parameter of the idle state, rate parameter of busy
state, and shape parameter of the Erlang distribution, respectively. The mean value of
the idle and the busy states is k/a and k/b accordingly. The idle state has P(H0) =
a
/

(a + b) as its stationary probability, and the busy state has P(H1) = b
/

(a + b)

as its stationary probability, respectively. In the established system model, we feel
that a PU can reoccupy the channel at any instant of time, and therefore, there are
four possible hypotheses (H0,0, H0,1, H1,0, and H1,1) about PU occupancy status in
the channel as follows:

H0,0: PU stays idle for the complete transmission duration, and the equivalent
probability is called Pidle.
H0,1: Primarily, the PU is in idle state, then after a certain period, the PU reoccupies
the channel, and the equivalent probability is called Pre.
H1,0: At first, the PU occupies the channel for a definite interval of time and then
abandons the channel. The equivalent probability is called Pdis.
H1,1: PU stays busy for the complete transmission duration, and the respective
probability is called Pbusy.

Correspondingly, the probabilities of all these four hypotheses can be written as
Eqs. (12.5–12.8) (Bhowmick et al. 2017; Kumar et al. 2019b):

P
(
H0,0

) = Pidle =
τ∫

0

PI(t)dt (12.5)

P
(
H0,1

) = Pre =
Tr∫

0

PI(t)dt (12.6)
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P
(
H1,0

) = Pdis =
Tr∫

0

PB(t)dt (12.7)

P
(
H1,1

) = Pbusy =
τ∫

0

PB(t)dt (12.8)

12.3 Mathematical Modeling and Analysis of the Proposed
System

For ensuring the quality of service in both the networks, both the probability of detec-
tion and the false alarm have to be improved, and the energy-harvesting ability should
be maximally utilized. We use prediction-based sensing which offers an improved
probability of detection and enhances the overall harvested energy in the network.

12.3.1 Global Prediction

All CR nodes predict the present status of the PU from the past data of the PU activity.
Many methods are there for prediction. They are the hidden Markov model (HMM),
neural networks, and so forth (Xing et al. 2012; Mariani et al. 2015; Borgne et al.
2007). However, in this work, we have no interest in the prediction approaches rather
we aim to study the implications of prediction on the performance metrics about the
detection and the false alarm probability, system throughput, and harvested energy.
We use an HMM model for prediction of the PU status. Let the estimated final
prediction regarding the existence of PU on the channel be represented by X̂ . It is a
function of the distinct prediction outcomes (x̂) of all the CRs present in the network.
Here, i = 1, 2, 3, …, N, N being the various CR nodes operating in cooperation.
Therefore,

X̂ = f
(
x̂1, x̂2, . . . , x̂N

)
(12.9)

Here, f (·) gives the fusion function incorporated in the FC and represents the
prediction outcome of the individual CR node. To merge, the calculated predictions
cooperatively received from the CR nodes. The OR fusion scheme is used for its
superiority in terms of detection probability and throughout when channel utilization
is a major concern. We assume the different prediction probabilities like P̂d=1,i ,
P̂d=0,i , P̂ f,i and P̂m,i to depict the results of prediction. They are given as Eqs. (12.10–
12.13) (Bhowmick et al. 2017; Kumar et al. 2019b):
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P̂d=1,i = P(H1)(1 − Pe) (12.10)

P̂d=0,i = P(H0)(1 − Pe) (12.11)

P̂ f,i = P(H0)(Pe) (12.12)

P̂m,i = P(H1)(Pe) (12.13)

where Pe signifies the prediction error. We take into consideration that for all the
above circumstances, the prediction error remains the same. Therefore, the global
prediction probability using OR fusion rule at the FC can be obtained as Eqs. (12.14–
12.17) (Kumar et al. 2019b):

P
(

X̂ = H1|H1

)
= 1 −

N∏

i=1

(1 − P̂d=1,i ) (12.14)

P
(

X̂ = H0|H0

)
=

N∏

i=1

P̂d=0,i (12.15)

P
(

X̂ = H1|H0

)
= 1 −

N∏

i=1

(1 − P̂ f,i ) (12.16)

P
(

X̂ = H0|H1

)
=

N∏

i=1

P̂m,i (12.17)

where P(·|·) represents the global prediction decision.

12.3.2 Global Sensing

We consider that every node of the CRN begins the detection process with a residual
ER kept in its battery. The signal obtained at the CR on sensing the channel is given
as Eq. (12.18) (Bhowmick et al. 2017)

YCRi (n) =
{

w(n), H0 : PU absent
hs(n) + w(n), H1 : PU present

(12.18)

Here, additive white Gaussian noise (AWGN) is characterized by w(n), PU signal
is represented by s(n), h gives the channel fading coefficient of the dedicated channel
between the PU and the CR node. AWGN is independent and identically distributed
with a zero mean and variance of σ 2

w.
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12.3.2.1 Conventional (Ideal) Energy Detector

We assume that fs is the signal sampling frequency at the CR. Ns gives the number
of samples such that Ns = τs fs. In an ideal ED, the test statistics TCRi can be written
as Eq. (12.19)

TCRi = 1

Ns

Ns∑

n=1

∣
∣YCRi (n)

∣
∣2 (12.19)

For an increased set of samples, the test statistics TCRi could be a Gaussian distribu-
tion (mean, μ0 = σ 2

w and variance, σ 2
0 = 1

Ns
σ 4

w) for H0 and (mean, μ1 = (1 + γr)σ
2
w

and variance, σ 2
1 = 1

Ns
(1 + γr)σ

4
w) for H1 (Liang et al. 2008; Singh et al. 2016).

Here, γr can be expressed as γr = |h|2γs; γr being the SNR of the fading channel.
Similarly, γs (SNR of the Gaussian sensing channel) may be given as γs = σ 2

s /σ 2
w;

where σ 2
s signifies signal variance (Singh et al. 2016; Zhang et al. 2014). All the

CRs in the network match their test statistics with a specific threshold value, ‘λCR.’
Hence, the distinct sensing probabilities for the ith CR considering the ideal energy
detector (ED) can be written as Eqs. (12.20–12.22) (Bhowmick et al. 2017; Kumar
et al. 2019b):

Pd,ced(τs) = Q

((
λCR

σ 2
w

− γr − 1

)√
τs fs

2γr + 1

)

(12.20)

Pf,ced(τs) = Q

((
λCR

σ 2
w

− 1

)
√

τs fs

)

(12.21)

Pm,ced(τs) = 1 − Pd,ced(τs) (12.22)

The Q-function is given as Q(x) =
(

1/
√

2π
) ∞∫

x
e−t2/2dt .

12.3.2.2 Estimated Noise Power-Based Energy Detector (ENP-Based
ED)

The CR nodes are unaware of the noise that exists in the network; and because of
this insufficiency of information about the noise power, it might restrict the sensing
performance of an ideal ED. In most cases, this uncertainty may also lead to signal-to-
noise ratio (SNR) penalties. Sensing performance could be improved by knowing the
noise power. To boost the performance of the sensing mechanism, it is necessary to
determine the noise (Mariani et al. 2011). Literature (Mariani et al. 2011) investigates
the efficiency of maximum likelihood-based noise power determination over ED
in the case of a cooperative CR network. The sensing probabilities related to the
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estimated noise power energy detector can be given as Eqs. (12.23–12.25) (Kumar
et al. 2019b):

Pd,enp(τs) = Q

((
λCR

σ 2
w

− γr − 1

)√
Z

2γr + 1

)

(12.23)

Pf,enp(τs) = Q

((
λCR

σ 2
w

− 1

)√
Z

)

(12.24)

Pm,enp(τs) = 1 − Pd,enp(τs) (12.25)

Now, Z = Ns Nw
Ns+Nw

where Nw is the noise samples employed in determining the
noise power. The sensing probabilities can be written as Eqs. (12.26–12.28):

Pd,CRi (τs) =
{

Pd,ced(τs), CED
Pd,enp(τs), ENP ED

(12.26)

Pf,CRi (τs) =
{

Pf,ced(τs), CED
Pf,enp(τs), ENP ED

(12.27)

Pm,CRi (τs) =
{

Pm,ced(τs), CED
Pm,enp(τs), ENP ED

(12.28)

The total sensing probabilities at the FC by applying OR fusion rule is
characterized by the following Eq. (12.29) (Kumar et al. 2019a, b):

P(X = H1|H1) = 1 −
N∏

i=1

(
1 − Pd,CRi (τs)

)
(12.29)

P(X = H0|H0) = 1 − P(X = H1|H0) (12.30)

P(X = H1|H0) = 1 −
N∏

i=1

(
1 − Pf,CRi (τs)

)
(12.31)

P(X = H0|H1) = 1 − P(X = H1|H1) (12.32)

where P(X = ·|·) represents global sensing decision.
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12.3.3 Combined Final Decision About PU Status

In the projected technique, the global prediction as well as the global sensing deci-
sions is merged, and a combined decision is made at the FC. Since the prediction and
sensing probabilities are independent of one another, the combined probability of
detection at the individual CR is given as per the following Eq. (12.33) (Bhowmick
et al. 2017; Kumar et al. 2019a, b):

Pd = P
(

X̂ = H1|H1

)
P(X = H1|H1) (12.33)

Pm = P
(

X̂ = H0|H1

)
P(X = H0|H1) (12.34)

Pf = P
(

X̂ = H1|H0

)
P(X = H1|H0) (12.35)

Pnf = P
(

X̂ = H0|H0

)
P(X = H0|H0) (12.36)

where Pd, Pm, Pf and Pnf are detection probability, missed detection probability, false
alarm probability, and no false alarm probability, respectively. All other possible
probabilities in such circumstances are termed as ambiguous probabilities Pambg and
are given as Eqs. (12.37–12.40):

Pambg,1 = P
(

X̂ = H1|H1

)
P(X = H0|H1) (12.37)

Pambg,2 = P
(

X̂ = H1|H0

)
P(X = H0|H0) (12.38)

Pambg,3 = P
(

X̂ = H0|H1

)
P(X = H1|H1) (12.39)

Pambg,4 = P
(

X̂ = H0|H0

)
P(X = H1|H0) (12.40)

12.3.4 Enhancing Spectrum Reusability

In an EH-CRN with cooperative sensing, strengthening the efficiency of spectrum
reusability largely influenced by the false alarm probability. Lesser the false alarm
probability, the higher is the efficiency of spectrum reuse. Therefore, the enhanced
efficiency of spectrum reuse is given by Eq. (12.41) (Bhowmick et al. 2017):

Iuse = False alarm probability in conventional strategy

False alarm probability in proposed strategy
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Iuse = 1

P
(

X̂ = H1|H0

) (12.41)

As P
(

X̂ = H1|H0

)
≤ 1, Iuse ≥ 1.

Proposition 1 An increasing detection probability also ensures protection to the
primary users against interference. By comparing the detection probability of the
conventional approach to the detection probability of the projected approach, it is
observed that Pd ≤ P(X = H1|H1). Hence, it is necessary to adjust the threshold
λCR pertaining to each CR node to λ̄CR. As a result, Pd ≥ P(X = H1|H1). Therefore,
the QoS of the PUs can be preserved at a preferred level. To attain the preferred
level of protection to the PU, it is essential to establish the combined probability of
detection Pd, to a specified value of Pd. The novel sensing threshold λ̄CR is expressed
as Eq. (12.42) (Kumar et al. 2019b):

λ̄CR = σ 2
w

⎡

⎢
⎣1 + γr +

√
2γr + 1

τs fs
Q−1

⎧
⎪⎨

⎪⎩
1 −

⎛

⎝1 − Pd

P
(

X̂ = H1|H1

)

⎞

⎠

1/N
⎫
⎪⎬

⎪⎭

⎤

⎥
⎦

(12.42)

12.3.5 Energy Harvesting

In our proposed model, every CR node can harvest energy out of the RF signal of PU
or conventional source according to the combined decision at the FC (Zhang et al.
2014). We consider that the harnessed energy from conventional methods follows a
Poisson process having mean Enrf. At the same time, the energy harvested per unit
time from the PU signal is expressed as Eq. (12.43) (Bhowmick et al. 2016):

Erf = Ppu
/

ghm (12.43)

where Ppu represents PU transmission power, ghm is the mean value of channel gain.
We consider that the channel gain obeys Weibull distribution when PU activity is
modeled as Weibull distributed. However, the channel gain obeys Erlang distribution
when PU behavior follows Erlang distribution.

The CR nodes are able to scavenge energy by two means, i.e., RF signal of PU
and also ambient sources for the period of (τp + τs) time. However, throughout the
transmission time (Tr), the CR selects any one of the harvesters to harvest energy
based on the final decision at FC according to Table 12.1. Due to the lack of knowledge
regarding the PU status at a CR, it holds both the harvesters ON during (τp + τs)
time. Consequently, it is essential to determine the probability that the PU exists
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all through the prediction-sensing duration. The probability that the PU is present
throughout prediction-sensing time is written as Eq. (12.44):

Pac =
τp+τs∫

0

PB(t)dt (12.44)

The total harvested energy for single and multiple cycles is written as Eq. (12.45):

EH =
{

EH,S; M = 1
EH,M; M > 1

(12.45)

where EH,S gives the harvested energy in case of single cycle-based detection and
EH,M represents the harvested energy in case of multiple cycles-based detection.
Harvested energy in case of multiple cycle-based detection is written as Eq. (12.46)
(Bhowmick et al. 2017; Kumar et al. 2019a):

EH,M = M
[
((1 − Pac)Enrf + Pac Erf)

(
τp + τs

)+ Ea + Eb
]

+ [X ](M−1)[P(H0)Pf{(Tr − Tc)Enrf + Tc Erf}] (12.46)

where Ea, Eb, and X are some of the essential mathematical terms and can be written
as Eqs. (12.47–12.49) (Kumar et al. 2019a):

Ea = P(H1)Pd(1 − Pdis)Tr Erf (12.47)

Eb = Tr Enrf[P(H1)Pm + P(H1)PAM1 + P(H0)PAM2] (12.48)

X = [P(H1)(Pd + PAM1) + P(H0)(Pf + PAM2)] (12.49)

Tc is PU dwelling time after the reoccurrence of the PU in the channel and is given
as Eq. (12.50) (Kim 2019):

ρ =
Tc∫

0

PB(t)dt (12.50)

where ρ implies the collision constraint (Bhowmick et al. 2016; Yingxi and Ahmed
2014).
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12.3.6 Cost of Energy Harvesting

The energy penalty in the course of harvesting is the quantity of energy required to
operate the harvester. The energy penalty can be characterized as Eq. (12.51):

Eh,pe = MηPs
[(

τp + τs
)+ PfTr

]
(12.51)

where Ps is the power consumed, η is the energy-splitting parameter, ηPstsp is the
energy required to run the harvester during prediction and sensing time and ηPs PfTr

is the amount of energy needed to operate RF harvester during a Tr time while PU is
not present.

12.3.7 Throughput of CRN

The CR node begins transmission only when the CR comes up with a combined final

decision of P
(

X̂ = H0, X = H0|H0

)
. Therefore, the useful normalized throughput

is obtained as Eq. (12.52) (Kumar et al. 2019a):

R0 =
{

R0,S; M = 1
R0,M; M > 1

(12.52)

Here, R0,S and R0,M are the normalized throughput for single and multiple cycles-
based detection, respectively. Normalized throughput for a single cycle and multiple
cycle-based detections (Khalili et al. 2013) is written as Eqs. (12.53) and (12.54)
(Bhowmick et al. 2017; Kumar et al. 2019a, b):

R0,S =
[

T − τp − τs − Tc

T

]

P(H0)PnfC0 (12.53)

R0,M =
[

T − τp − τs − Tc

T

]

P(H0)[P(H1)(Pd + PAM1)

+P(H0)(Pf + PAM2)]
(M−1) PnfC0 (12.54)

where C0 =
[

T −τp−τs−Tc

T

]
log
(
1 + |h|2 Ptr

/
σ 2

w

)
, Ptr is transmitted power. The trans-

mitted power in the case of single cycle and multiple cycle-based detections is given
as Eqs. (12.55–12.57) (Bhowmick et al. 2017):

Ptr =
{

Ptr,s; M = 1
Ptr,M; M > 1

(12.55)
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Ptr,s = EH,S − ηPsT + (1 − η)Ps
(
τp + τs

)− ER

P(H0)Pnf
(
T − τp − τs − Tc

) (12.56)

Ptr,M = EH,M − M
[
ηPsT + (1 − η)Ps

(
τp + τs

)]− ER

[P(H1)(Pd + PAM1) + P(H0)(Pf + PAM2)](
M−1) Pnf

(
T − τp − τs − Tc

)

(12.57)

Here, ER gives the residual energy.

Proposition 2 The CRN decides the power required for transmission by preserving
ER volume of energy for the subsequent detection cycles so that the succeeding
detection cycles are not subjected to energy outage.

12.4 Results and Discussions

In this segment, the mathematical results and discussions are described for the
projected scheme. We investigate the performance of CRN under the following
system parameters: Ppu = 1 W, ER = 0.01 J, α = 0.75, a = 0.75, β = 0.25, b
= 0.25, N = 5, η = 0.1, σ 2

s = 1, σ 2
w = 1, γ s = −16 dB, f s = 6 MHz, E_nrf = 2 J, T

= 100 ms, Ps = 0.1 W, and Pd = 0.9. Detection probability contributes significantly
in determining the channel status. The channel utilization efficiency rises with the
rise in detection probability.

Detection probability contributes significantly to determining the channel status.
The channel utilization efficiency rises with the rise in detection probability. In
Fig. 12.3, the detection probability about the number of samples for a definite predic-
tion error is presented. It is seen that the detection probability rises with the rise in
the number of samples. From Fig. 12.3, we note that ENP-based ED outperforms
CED. The number of CR nodes in cooperation plays a major part in determining the
detection probability and therefore is a key metric in assessing the performance of
the proposed system.

Figure 12.4 shows that there is a rise in the detection probability with the rise in
the number of CR nodes that lie under cooperation which is intuitively satisfying.
False alarm probability brings about a substantial effect on the quality of service of
the PU. The quality of service of PU improves as the false alarm probability drops.

Fig. 12.5 clearly demonstrates the probability of false alarm considering a partic-
ular prediction error that varies with the number of samples. The false alarm proba-
bility falls with the rise in the number of samples, and we found that ENP-based ED
outperforms CED.

Also, the false alarm probability varying with the number of nodes under coop-
eration is simulated, and the findings are displayed in Fig. 12.6, which indicates that
it falls with the increase in the number of CR nodes under cooperation.

The spectrum reuse pattern for both the proposed prediction-based scheme and
the conventional scheme is shown in Fig. 12.7. It is found that the spectrum utiliza-
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Fig. 12.3 Detection probability versus number of samples for different sensing schemes, i.e., CED
and ENP ED

Fig. 12.4 Detection probability for CED and ENP ED for different number of nodes

tion is much better in the prediction-based model with respect to the conventional
scheme. From Fig. 12.7, it is seen that for a particular prediction error Pe = 0.1, the
improvement in spectrum reuse increases by 200% in the prediction-based model.
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Fig. 12.5 False alarm probability for the different sensing approaches (CED and ENP ED)

Fig. 12.6 False alarm probability for different node counts

However, with higher prediction error, the improvement is decreasing because of the
decrease in detection probability, which is intuitively satisfying.

The consequence of prediction error on the energy-harvesting procedure for
Weibull and Erlang distribution with diverse shape parameters is depicted in Fig. 12.8.
It can be viewed that the amount of energy harvested falls with the rise in prediction
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Fig. 12.7 Enhancing spectrum reuse

Fig. 12.8 Implication of prediction error over the harvested energy

error for both the distribution function models. However, in the case of Weibull distri-
bution with a higher value of m, the harvested energy increases because Erf increases
with m as per Eq. (12.43). In the case of Erlang distribution, the harvested energy
decreases with the increase in type (k) of distribution. For a particular prediction error
Pe = 0.1, as the type of Weibull distribution increases m = 1–2, the harvested energy
increases by 33.87%, and as type rises from m = 4 to 5, the harvested energy increases
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Fig. 12.9 Impact of N on harvested energy

by 1.39%. In the case of Erlang distribution for a particular prediction error Pe = 0.1,
as the type increases k = 1–2, the harvested energy decreases by 26.47%, whereas
for k = 4–5, the harvested energy decreases by 12.24%. We observed that harvested
energy is higher in Weibull distribution as compared with Erlang distribution. We
can conclude that Weibull distribution outperforms exponential distribution.

The influence of the number of CR nodes under cooperation on the harvested
energy is demonstrated in Fig. 12.9. We noticed that as the number of CR nodes
under cooperation goes up, the overall harvested energy increases, which is intuitively
valid. Given a fixed N, the harvested energy is almost the same for CED as well as
ENP-based ED.

Figure 12.10 exhibits the influence of the number of frames upon the harvested
energy. The harvested energy ascends with an increase in the number of frames. The
harvested energy tends to decrease concerning the increasing prediction error. It may
be noted that as more frames are transmitted, the harvested energy also increases.
The harvested energy for M = 3 and Weibull distributed PU activity model harvest
the highest amount of energy.

The throughput of the network is one of the key measuring parameters for assess-
ment of its performance under the presented scenario as a function of other system
parameters. The affect of prediction error over the network throughput is depicted
in Fig. 12.11. The throughput drops with the rising prediction error. We note that
the throughput drops with the rise in type (m or k) of the distribution for both the
Weibull and Erlang distribution. In the case of Weibull distribution for Pe = 0.1,
the throughput decreases by 41.06% as the type increases from one to two (i.e., m
= 1–2), whereas in the case of Erlang distribution, the same is decreased by 41.17%
with an increase in k from 1 to 2. From Fig. 12.11, we found that the throughput of
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Fig. 12.10 Variation of harvested energy with the number of frames

Fig. 12.11 Variation of the normalized throughput concerning prediction error

CR node is greater when PU behavior follows Weibull distribution as compared with
Erlang distribution for a particular type.

Normalized throughput for a fixed number of frames is demonstrated as a function
of sensing period in Fig. 12.12. From the results shown in Fig. 12.12, we note that
the normalized throughput drops with sensing interval for a specific frame. We also
observed that as the type of the distribution function increases, the throughput of CR
node decreases for both Weibull and Erlang distribution models.
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Fig. 12.12 Variation of throughput with respect to sensing time

In Fig. 12.13, the effect on the throughput as a result of the number of frames is
shown. We notice that as the number of frame rises, the throughput drops because the
transmitted power of the CR node falls with the number of frames. The throughput
of ENP-based ED performs better than CED for a specific number of frames.

Fig. 12.13 Impact of a number of the frame on throughput
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Fig. 12.14 Effect of prediction error on throughput

The influence of prediction error on throughput for a particular frame is also
simulated, and the result is illustrated in Fig. 12.14, which asserts that an increasing
prediction error results in the drop of throughput of a CR node.

The energy penalty for various frames concerning the sensing interval is also
obtained as shown in Fig. 12.15. It can be noted that the energy penalty upsurges
with the number of frames for a specific sensing duration. The energy penalty is
greater in ENP-based ED as against CED for a particular number of frames.

12.5 Conclusion

In this chapter, the performance of an EH-enabled cooperative CRN is investigated for
Weibull and Erlang distribution, and a comprehensive comparative analysis is made.
The mathematical equations for the probability of detection and false alarm, improve-
ment in spectrum reuse, energy harvested, energy penalty throughout harvesting, and
the normalized throughput are established for both the distribution models. Impact of
prediction error, collision constraint, number of CR nodes under cooperation, number
of frames, and shape parameter of the distribution functions on the performance of
EH-CRN is investigated, and simulation is performed to obtain detailed results of
the proposed model under specific situations. It is seen that the energy harvested
and the throughput of the EH-enabled CR in a centralized cooperative network are
better in the case of the Weibull distribution model when compared with the Erlang
distribution model. As the type of the distribution grows, the harvested energy rises,
and the throughput of the CR node decreases in the case of Weibull distribution.
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Fig. 12.15 Energy penalty during harvesting

However, in the case of Erlang distribution, the harvested energy and throughput of
the CR nodes both decrease. It is seen that for type-II Weibull, the throughput and
harvested energy are considerably good and therefore may be useful in designing
EH–CRN. The detailed results for the majority of the performance measuring param-
eters are presented in this chapter. The results are encouraging and are expected to
be useful for the practical implementation of EH-CRN. The paper does not consider
the decentralized cooperation scheme and is kept as future work.
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Chapter 13
Impact of Buffer Size on Proactive
Spectrum Handoff Delay in Cognitive
Radio Networks

Shanidul Hoque, Banani Talukdar, and Wasim Arif

Abstract Spectrum handoff (SH) is a vital process to guarantee seamless and effec-
tive services of secondary users (SUs) in cognitive radio networks (CRNs). SH delay
has a negative impact on the performance of SUs. For simplicity, the PRP M/G/1
queuing model is used in literature to evaluate the SH delay parameters of CUs
in a CRN. However, the design of an infinite buffer size queue in a real-time tele-
traffic system is not feasible. We present pre-emptive resume priority (PRP) M/G/1/K
queuing model comprising of three priority queues: primary user (PU) queue for
higher priority PUs, interrupted user (IU) queue for moderate priority interrupted
SUs and SU queue for lower priority newly arrived SUs, to derive the SH perfor-
mance metrcs such as blocking probability and cumulative handoff delay (CHD) of
SUs. This chapter analyses the impact of buffer length (K) on blocking probability
and CHD for various proactive SH schemes: non-switching, switching and random
SH schemes in CRNs. We present and summarise the detailed comparison of results
for blocking probability and CHD in terms of PUs’ arrival rate and mobility param-
eter of spectrum holes for different K under PRP M/G/1/K queuing network model.
Results show that the blocking probability decreases and the CHD increases with
increasing value of K. For an optimal value of K, the proposed model offers similar
performance to the PRP M/G/1 queuing network model.
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13.1 Introduction

The accelerated progress in wireless services and users causes the spectrum scarcity
problem in the network, and hence, the network requires more spectrum band to fulfil
the user demands (Wang et al. 2014; Zheng et al. 2015; Kumar et al. 2016). The data
rate and the data traffic in mobile network are expected to expand by three and seven
times, respectively, by 2021 as per the report of CISCO virtual network indexing
(Cisco Visual Networking Index 2016, 2019). In addition, owing to the fixed spectrum
allotment policy, there exists a great discrepancy between spectrum allocation and
spectrum usage. The Federal Communication Commission (FCC) has shown that
the spectrum occupancy between 0 and 6 GHz spectrum bands differs by 15–85%
(FCC 2002), which leads to spectrum inefficiency problem. The Shared Spectrum
Company performed the experiment on spectrum usage in the radio spectrum below
3 GHz near downtown Washington DC in Shared Spectrum Company. The agency
concluded that the frequency utilisation varies up to 35% in a most crowded area, and
hence, there is a frequency underutilisation problem (Shared Spectrum Company).
In 2002, National Radio Astronomy Observatory (NRAO) made an experiment on
spectrum measurement in New York City (McHenry 2003). As per the report of
NRAO (McHenry 2003), the minimum, average and maximum spectrum utilisation
are 1%, 5.2% and 13.1%, respectively, over all of the regions in New York City. To
solve this problem, FCC approved the use of lower priority secondary users (SUs) in
the licensed band in the absence of higher priority licensed or primary users (PUs)
(Federal Communications Commission (FCC) 2003). The SU is defined as cognitive
radio (CR) (Mitola and Maguire 1999), which should have cognitive property and
can solve spectrum scarcity and inefficiency problems via dynamic spectrum access
policy with key issue spectrum handoff (Mitola 2001; Haykin 2005; Akyildiz et al.
2006). The word “cognitive radio” was familiarised by Mitola and was defined as
“A radio that employs model based on reasoning to achieve a specified level of
competence in radio-related domains” (Mitola and Maguire 1999; Mitola 2001).
Haykin also defined CR in his invited paper by means of two main objectives: (i)
extremely reliable and seamless communication and (ii) effective utilisation of radio
spectrum band whenever and wherever needed to retain the quality of service (QoS)
of the CRN (Haykin 2005). CR is a smart device that can vary its radio operating
parameter in the current scenario according to the situation of surroundings.

The spectrum management framework of CR is composed of four key functions
(Akyildiz et al. 2006, 2008): spectrum sensing, spectrum decision, spectrum sharing
and spectrum mobility. Spectrum sensing is a vital function of spectrum management
framework, which identifies a spectrum band whether it is available or using by a
user (Akyildiz et al. 2006). If the spectrum is available, the CR can access that,
otherwise, the CR will perform spectrum sensing to other spectrum band in search
of spectrum hole over the network. Subsequent to identifying the available spectrum
holes, the spectrum decision function is accountable for selecting the best spectrum
hole for CR, which is suitable for its transmission (Akyildiz et al. 2008, 2009). If more
number of CRs are interested in same spectrum band, the spectrum sharing function
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shares the spectrum fairly among CRs according to their requirements (Akyildiz
et al. 2008). Spectrum mobility is a key function of CR which is the final step of
spectrum management framework. Figure 13.1 illustrates the concept of mobility
of spectrum holes at a particular spectrum band in different time T 1, T 2, and T 3,
respectively. Here, the green boxes specify the spectrum that is being used by the
users and vacant spaces indicate the white spaces or spectrum holes, which can be
utilised by CRs. As shown in Fig. 13.1, the availability of spectrum in a particular
band depends on the arrival and departure of the users in the system at that particular
moment. In the absence of a PU, an SU (or CR) can acquire that channel to start
its transmission. Upon sensing the appearance of a PU in the same channel, the SU
immediately handovers that channel to the PU on its arrival and transfers the ongoing
communication to another spectrum hole. Therefore, the prime objective of spectrum
mobility is to sustain the ongoing service of a SU by offering seamless switchover
from a channel to a different available channel for better QoS and throughput of
the CRN (Kumar et al. 2016; Christian et al. 2012). The spectrum mobility function
consists of two phases (Christian et al. 2012): spectrum handoff (SH) and connection
management. This chapter focuses on SH parameters of an SU in CRN.

When a PU attains a channel that is currently in use by an SU, the SU immediately
leaves that channel to the PU and shifts its ongoing communication to an empty
channel. This method of transferring is called spectrum handoff (SH) process and
is responsible for the seamless connectivity and robust services of the SUs in CRNs
(Akyildiz et al. 2008, 2009). The successful spectrum handoff process improves the
performance of both the SU and CRN; however, this process also offers the additional

Fig. 13.1 Concept of spectrum mobility in a particular spectrum band
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Fig. 13.2 Illustration of reactive SH scheme

delay to SU service that has an adverse effect on the operation of a SU (Christian
et al. 2012). The SH process can be usually classified as reactive and proactive SH
schemes depending on the SH triggering decision time (Kumar et al. 2016; Christian
et al. 2012; Wang and Wang 2008). In reactive SH scheme (Christian et al. 2012),
the SU searches for available spectrum after the SH triggering event is initiated
and thereafter transfers the remaining transmission to the new available channel as
shown in Fig. 13.2. However, in proactive SH scheme (Christian et al. 2012), the SU
makes a list of available channels during its service before the SH triggering event
is initiated as illustrated in Fig. 13.3. Therefore, the sensing time is minimised in
proactive decision SH scheme which leads to shorter handoff delay as compared to
reactive SH scheme (Wang and Wang 2008). In Wang and Wang (2008, 2009) and
Wang et al. (2012), the authors explored the delay performance of SUs in case of
proactive and reactive SH schemes using pre-emptive resume priority (PRP) M/G/1
queuing model. In Wang and Wang (2009), a target channel selection-based approach
is presented for minimising the SH delay and total service period of SUs in CRNs. In
Lee and Yeo (2015), the authors investigated the SH delay and channel availability
due to the arrival of PUs in CRNs. To minimise the SH delay and the packet loss, an
improved handoff algorithm is proposed in Mathonsi and Kogeda (2016). Bayrakdar
and Çalhan (2016) investigated the performance of proactive SH process for MAC
protocol in CRNs. A hybrid SH model of proactive and reactive SH schemes is

Fig. 13.3 Illustration of proactive SH scheme
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proposed for effective and robust communication of SUs in Ad Hoc-CRN (Gkionis
et al. 2017). In Zakariya and Rabia (2016) and Zahed et al. (2013), the authors
proposed a PRP M/G/1 queuing model based on the priority of the PUs (highest
priority to PU queue) and SUs (based on the number of interruption) in CRN. The
authors have classified the interrupted SU queues based on the interruption number
and given higher priority to the SU with higher number of disruption so as to lower
the handoff delay. In Wu et al. (2013, 2017), the authors proposed a hybrid priority
queuing model consist of PRP and non-PRP M/G/1 for PUs and SUs, respectively,
to analyse the delay performance of SUs in CRNs. In these literature, the authors
analysed the delay performance considering infinite allowable interruption of SUs
using infinite length M/G/1 queuing model in CRN. Nevertheless, the consideration
of infinite buffer size by no means is feasible for the implementation of practical
queuing network.

In Hoque et al. (2019), the authors analysed the delay performance in terms of
cumulative handoff delay (CHD) for non-switching, switching and random proactive
SH schemes considering finite allowable interruption for SUs using PRP M/G/1/K
queuing network. However, it is important to offer services to an interrupted SU than
starting of a newly arrived SU service. In Shekhar et al. (2019), the authors modelled
the CHD for proactive decision switching SH schemes using PRP M/G/1/K queuing
network allowing any number of interruptions for SUs. In this chapter, we consider
a PRP M/G/1/K queuing model consists of three queues (higher priority PU queue,
moderated priority interrupted user (IU) queue and lower priority SU queue) which
allows any number of interruptions to the SUs throughout its total service period.
This chapter models the performance measuring metrics and analyses the impact
of buffer length (K) on blocking probability and CHD for various proactive SH
schemes: non-switching, switching and random SH schemes using PRP M/G/1/K
queuing network.

13.2 System Model

Figure 13.4 shows a PRP M/G/1/K queuing network model comprising of two
wireless channels in a system. Both wireless channels consist of three queues with
different priorities: higher priority PU queue, moderate priority interrupted user (IU)
queue and lower priority SU queue. In the presented system, PU queue has the highest
priority where K PUs can wait for the service. The IU queue and SU queue are for
the interrupted SUs and newly arrived SUs in the system, respectively. The IU queue
has the lower priority than PU queue and higher priority than the SU queue. We
consider finite buffer size K for the all priority queues. Since the PU has the higher
authorisation to access a channel, therefore, a PU can pre-empt the ongoing service
of an SU in a CRN. If the channel is available and there is no PU in the PU queue,
an SU can start its service by accessing the channel. However, when a PU appears in
that channel, the SU will immediately leave the channel to arrival PU and searching
for new available channel.
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Fig. 13.4 PRP M/G/1/K queuing network model for PUs and SUs with two wireless channel

If all the channels are busy in the system, the IU will join to the head of interrupted
queue of the same channel and this process is called non-switching SH process.
Otherwise, it will join the end of the interrupted queue of another channel and this
process is called switching SH process.

We consider that the appearance of PUs and SUs in the system obey follow
the Poisson random process with the mean arrival rates λ

(m)
PU and λ

(m)
SU of PUs and

SUs in mth default channel (in Fig. 13.4, m = 1 or 2), respectively. The terms
g(m)

PU (t) and g(m)
SU (t) denote the probability density functions (PDFs) of PUs’ and

SUs’ service period, respectively, with mean E
[

X (m)
PU

]
and E

[
X (m)

SU

]
; cumulative

distribution function (CDF) GPU(t) and GSU(t), respectively. As the switching SH
process also taken in consideration, therefore, say an SU with i interruption arrives

with arrival rate λ
(m)
IU,i ; mean effective service time E

[
X (m)

IU (i)
]

and effective service

period distribution g(m)
IU,i (t) at a particular channel m. We consider that the service

period of both the PUs and SUs obey the exponential distributions with mean μPU =
1
/

E[XPU] and μsu = 1
/

E[XSU], respectively. For simplicity, all channels in the
system are considered as identical for modelling the delay performance measuring
metric of SUs.

The service of an SU may be disrupted multiple times by higher priority PUs
throughout its service and which will arise delay in the complete service period. This
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delay is known as spectrum handoff delay which has negative impact on the perfor-
mance of the system. Let E[N ] and E[D] denote the average number of interruption
and handoff delay (HD) experienced by an SU throughout its total service period.
The E[N ] can be calculated as

E[N ] = λPU,eff E[XSU] (13.1)

where λPU,eff is PUs’ effective mean arrival rate and evaluated according to Bose
(2002) as,

λPU,eff =
K−1∑
r=0

λr pr = λPU

K−1∑
r=0

pi = λPU
(
1 − PBPU,K

)
(13.2)

In (13.2), pi denotes the probability of i number of PUs present in the system and
PBPU,K denotes the blocking probability of PUs in the queue with finite buffer length
K . The PBPU,K can be calculated as,

PBPU,K = (1 − ρPU)(
1 − ρK+1

PU

)ρK
PU (13.3)

where ρPU denotes the traffic offered by PUs which is obtained as,

ρPU = λPU E[XPU] = λPU

μPU
(13.4)

Now, the CHD (E[Dcum]) can be obtained by using the formula

E[Dcum] = E[N ]E[D] (13.5)

13.3 CHD for Non-switching, Switching and Random
Switching Proactive SH Schemes

In this section, we model the CHDs for various proactive SH schemes such as non-
switching, switching and random SH schemes. For the non-switching SH scheme,
the user will always join the IU queue of the same channel upon interruption, and
hence, it is called always stay case (Zahed et al. 2013). However, for switching SH
scheme, the IU will always change its channel and will join the IU queue of other
channels (Zahed et al. 2013). In random SH schemes, an interrupted user may wait
in the current channel or can shift to another channel.
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13.3.1 Non-switching SH

Figure 13.5 illustrates the concept of non-switching proactive SH scheme. Here, an
SU can begin its transmission by accessing the channel when there is no PU present
in that channel as well as in PU queue (Wu et al. 2013, 2017). However, if a PU
appears in that channel, the SU service will be disrupted and it vacates that channel
to PU and join the IU queue of the same channel. The interrupted SU will stay in
the IU queue up to the completion of the PU service. If the PU service ends and
no other PUs present in the PU queue, the interrupted SU can access the channel to
complete its remaining transmission. Therefore, the handoff delay of the SU will be
the service period of the PU in that channel as shown in Fig. 13.5.

Therefore, the CHD of a SU due to the PUs service for the K finite buffer size
queue in a non-switching SH scheme is modelled as,

E[Dcum] = E[N ]E[D] = E[N ]BPK

= λPU,eff E[XSU]

(
E[XPU] +

K−1∑
i=1

BPiαK−i

)/
β0 (13.6)

whereE[D] = BPK represents the average SH delay of the SU due to the busy period
of PUs service in the same channel (Miller 1975) and

αi = 1 −
i∑

j=0

β j (13.7)

When the service time of PUs follows the exponential distribution, βi can be
calculated as (Hoque et al. 2019)

βi = λi
PUμPU

(λPU + μPU)i+1 = μPU

λPU

(
λPU

μPU + λPU

)i+1

= ρi
PU

(1 + ρPU)i+1 (13.8)

Fig. 13.5 Concept of non-switching SH process
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By calculating the values of βi and αi , we can obtain E[D] and also CHD
(E[Dcum]) of an SU in non-switching proactive SH scheme, respectively.

13.3.2 Switching Spectrum Handoff

The concept of switching SH process is shown in Fig. 13.6. In this scheme, whenever
an SU service is interrupted by higher priority PU, it always switches its service to
another new channel. If the channel is busy, the SU joins the end of IU queue of
that new channel and waits for the service. Therefore, this spectrum handoff is also
known as always change scheme (Zahed et al. 2013).

From Fig. 13.4, it is observed that an SU requires to wait in the queue due to:
the residual service times of PUs and IUs, the PUs and IUs present in the PU and
IU queues, respectively, and the newly appeared PUs during the process. Therefore,
the waiting time (Wsu) for an SU before beginning its service can be obtained as
(Shekhar et al. 2019)

WSU = RSU +
∞∑

i=1

QIUi E
[
X IUi

] + QPU E[XPU] + λPU,effWSU E[XPU] (13.9)

where RSU denotes the delay results from the residual service time of a PU or SU at
that instant and can be evaluated as (Bose 2002)

RSU = 1

2
λPU,eff E

[
(XPU)2

] + 1

2

∞∑
i=0

λIUi ,eff E
[(

X IUi

)2
]

(13.10)

Fig. 13.6 Concept of switching SH process with two channels
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The terms λIUi , E
[(

X IUi

)2
]

and E
[
X IUi

]
in (13.10) can be given as (Wang and

Wang 2009; Wang et al. 2012),

λIUi = λSU

(
λPU

λPU + μsu

)i

; E
[(

X IUi

)2
]

= 2

(λPU + μsu)
2 and

E
[(

X IUi

)] = 1

(λPU + μsu)
(13.11)

Similar to λPU,e f f , we can also express the term λIU,eff in (13.10) as,

λIUi ,eff = λIUi

(
1 − PBIU,K

)

= λSU

(
λPU

λPU + μsu

)i

⎛
⎜⎜⎝1 −

(
1 −

(
ρSUλPU

λPU+μsu

))
(

1 −
(

ρSUλPU

λPU+μsu

)K+1
)

(
ρSUλPU

λPU + μsu

)K

⎞
⎟⎟⎠

(13.12)

The second and third terms in (13.9) denote the delay arises because of the inter-
rupted users present in the IU queue and PUs present in PU queue, respectively.
According to Little’s law, we can calculate the average number of IUs (QIU) and
PUs (QPU) as given in (13.13) and (13.14), respectively.

QIUi = λIUi ,effWCU (13.13)

QPU = λPU,effWPU (13.14)

In (13.14), the term WPU represents the waiting time for PU in higher priority PU
queue before starting its service and which can be expressed as (Bose 2002):

WPU = RPU + λPU
(
1 − PBPU,K

)
WPU E[XPU]

= RPU(
1 − λPU

(
1 − PBPU,K

)
E[XPU]

) (13.15)

where RPU represents the mean residual service period for a PU and can be evaluated
as (Wang and Wang 2009),

RPU = 1

2
λPU

(
1 − PBPU,K

)
E

[
(XPU)2

]
(13.16)

The final term in (13.9) represents the delay due to the newly arrived PU in the
system during the ongoing process of the CU and can be expressed as:

λPU,effWCU E[XPU] = ρPU
(
1 − PBPU,K

)
WCU (13.17)
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By replacing all the terms from (13.10) to (13.17) into (13.9), the standard form
of WSU can be obtained as

WSU =

1
2 λPU

(
1 − PBPU,K

)
E

[(
XPU

)2
]

+ ρSU(
λPU+μsu

)
(

1 − PBPU,K

)
+ 1

2

λ2
PU

(
1−PBPU,K

)2
E

[(
XPU

)2
]

(
1−ρPU

(
1−PBPU,K

)) E
[
XPU

]

(
1 − ρSU

(
λPU

λPU+μsu

)(
1 − PBIU,K

)
− ρPU

(
1 − PBPU,K

))

(13.18)

For the switching SH schemes, the average handoff delay E[D] can be obtained
as

E[D] = WSU + Tsw (13.19)

Now, the cumulative handoff delayE[Dcum] for switching SH schemes can be
obtained as,

E[Dcum] = λPU,eff

E
[
XSU

]

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1
2 λPU

(
1 − PBPU,K

)
E

[(
XPU

)2
]

+ ρSU(
λPU+μsu

)
(

1 − PBPU,K

)
+ 1

2

λ2
PU

(
1−PBPU,K

)2
E

[(
XPU

)2
]

(
1−ρPU

(
1−PBPU,K

)) E
[
XPU

]

(
1 − ρSU

(
λPU

λPU+μsu

)(
1 − PBIU,K

)
− ρPU

(
1 − PBPU,K

)) + Tsw

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(13.20)

13.3.3 Random Spectrum Handoff

This spectrum handoff scheme is consist of both switching and non-switching
SH schemes. Therefore, an SU performs either switching or non-switching SH to
continue its remaining service. In the presented model, we consider that there will
be 50% chance that the SU stays on its own channel and 50% chance that it changes
its channel to completes its transmission. The CHD of random SH scheme can be
obtained by considering both non-switching and switching SH schemes as

E[Dcum] = E[N ]

2
E[D] + E[N ]

2
(WSU + Tsw)

= E[N ]

2
(BPK + WSU + Tsw) (13.21)
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13.4 Results and Discussion

The blocking probability and handoff delay are vital parameters in the performance
evaluation of a queuing network. Here, the results of blocking probability and CHD
of an SU for various proactive SH schemes are presented under the impact of K
using the PRP M/G/1/K queuing model in CRNs. In order to analyse the handoff
performance metrics, the following parameters specification are considered: λPU =
0.15, μPU = 0.60, μsu = 0.40, p = 0.50 and T sw = 0.

The blocking probability of higher priority PUs is depicted in Fig. 13.7for various
length of K = 1, 2, 3, 5, 7 with respect to arrival rate of PUs (λPU). For the fixed service

Fig. 13.7 Blocking
probability of a PUs and
b IUs in terms of λPU

(a) 

(b) 
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time of PUs, as the λPU increases, the number of PUs in system also increases. There-
fore, the blocking probability increases for the PUs with increasing λPU as depicted
in Fig. 13.7a. The increasing value of K in higher priority queue implies additional
number of waiting place for PUs in the queue. Hence, the blocking probability of
PUs reduces with the higher values of K.

Figure 13.7b presents the impact of buffer size on blocking probability of inter-
rupted SU in terms of λPU. Increasing values of λPU implies higher number of PUs
in the system and which leads to more number of interruptions to SUs. Hence, the
number of interrupted SUs also increases with increasing λPU and which leads to
increasing in blocking probability. It is also noticed that the blocking probability of
interrupted SUs in Fig. 13.7b decreases with increasing length of buffer size and this
is because of similar reason discussed in Fig. 13.7a. As the interrupted SUs have the
preference over the newly arrived SUs and join the IU queue only, the number of
interrupted SUs in the interrupted queue will be lesser as compared to the other users
presented in other queues. Hence, the system offers lower blocking probability for
interrupted SUs as compared to PUs as shown in Fig. 13.7a, b.

Figures 13.8 and 13.9 depict the results of CHD of a CU for non-switching spec-
trum handoff scheme with varying arrival rate of the primary user (λPU) and mobility
factor of spectrum holes (λPU/μsu), respectively. As λPU increases, the chances for the
interruption in service of a SU increase, i.e., a high arrival rate of PUs causes higher
number of interruption in comparison with low arrival rate of primary users. Each
interruption causes a delay to SU service which results in increasing of cumulative
handoff delay as shown in Figs. 13.8 and 13.9, respectively. As the length of the
queue decreases, the number of users waiting for service also decreases and hence,
the CHD is reduced and an SU can complete its service within lesser time.

As the value of K is increasing, the performance of M/G/1/K model in terms
of CHD is approaching towards the performance of infinite buffer length M/G/1
queuing model. It is clearly observed that the proposed model with K > 5 offers very

Fig. 13.8 CHD for
non-switching SH with
varying λPU
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Fig. 13.9 CHD for
non-switching SH with
varying λPU/μsu

similar performance to the M/G/1 queuing model, and hence, we can be reduced the
infinite buffer size to an optimal buffer size for the better performance of a practical
queuing system.

The CHDs of an SU for switching SH scheme with various buffer size are
presented in Figs. 13.10 and 13.11 in term of λPU and λPU/μsu, respectively. For
this handoff scheme also, the CHD increases with increasing values of λPU and
λPU/μsu. It is observed that the non-switching SH performs better than the switching
SH for higher values of λPU and λPU/μsu.

In case of non-switching SH, an SU requires to join the head of IU queue upon
the detection of PU arrival and stays there until the channel becomes available. But
in switching SH, when an SU switches to the other channel, it has to join the tail of

Fig. 13.10 CHD for
switching SH scheme with
varying λPU



13 Impact of Buffer Size on Proactive Spectrum Handoff Delay … 287

Fig. 13.11 CHD for
switching SH scheme with
varying λPU/μsu

interrupted queue. During this waiting time, a newly PU can arrive in that channel
which further increases the waiting time for SU to resume its transmission.

Under the impact of buffer size, the CHDs of an SU for random SH scheme with
varying λPU and λPU/μsu are presented in Figs. 13.12 and 13.13, respectively. The
CHD for random spectrum handoff scheme is obtained by averaging same for non-
switching and switching SH schemes. As the values of λPU and λPU/μsu increase,
the CHDs of SUs also increase for different values of K in PRP M/G/1/K queuing
network. For lower K, CHD is reduced for our proposed model in comparison with
the PRP M/G/1 queuing network.

Fig. 13.12 CHD for random
SH scheme with varying λPU
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Fig. 13.13 CHD for random
SH scheme with varying
λPU/μsu

13.5 Conclusion

This chapter presents a PRP M/G/1/K queuing model to explore the effect of buffer
size on the handoff performance of SUs in terms of blocking probability and CHD in
CRNs. We model CHDs for various proactive SH schemes: non-switching, switching
and random SH schemes considering PRP M/G/1/K queuing model and investigates
the impact of buffer size on them in terms of arrival rate of the PUs (λPU) and
mobility parameter (λPU/μsu), respectively. From the results, it is observed that the
CHDs for all SH schemes always increase with increasing values of λPU and λPU/μsu.
Results also show that there is a significant impact of buffer size (K) on blocking
probability and CHD of SUs with respect to λPU under various SH schemes. The
model with lower buffer size offers lower CHD and as we increase the buffer size,
the performance of the PRP M/G/1/K queuing model approaches to the performance
of infinite buffer length PRP M/G/1 queuing model. The methods used and results
obtained in this chapter will be useful in the implementation of practical queuing
model for the better performance of CRNs.
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Chapter 14
Overlay Multi-user Satellite-Terrestrial
Networks for IoT in the Presence of
Interference

Pankaj K. Sharma, Budharam Yogesh, and Deepika Gupta

Abstract The fifth-generation (5G) wireless systems have recently reached to the
deployment stage, and research toward next-generation wireless communications has
already started. The integration of Internet of things (IoT) to satellite networks is one
of the key focuses in 5G and beyond systems. Since the spectrum resources are not
abundant to accommodate billions of IoT devices, the cognitive satellite-terrestrial
networks supporting IoT communications are of great importance. In this chapter, we
present the outage performance analysis of a cognitive overlay multi-user satellite-
terrestrial network (OMSTN) where a primary satellite communicates with a selected
terrestrial receiver via a secondary IoT network in the presence of interference from
extra-terrestrial sources (ETSs) and terrestrial sources (TSs). Hereby, we consider the
following two cases for system performance analysis: (a) Case 1: when interference
occurs due to TSs only; (b) Case 2: when interference occurs due to both ETSs and
TSs. We specifically derive the tight closed-form outage probability (OP) expressions
of both the primary satellite and secondary IoT networks. We further carry out the
asymptotic high signal-to-noise ratio (SNR) analysis to obtain the diversity order of
both satellite and IoT networks. For asymptotic analysis, we consider two scenarios,
namely when interferers’ power is fixed and when it varies proportionally to the
transmit power of satellite and IoT nodes. We further devise a scheme for the adaptive
power splitting factor under a guaranteed quality-of-service (QoS) of the primary
satellite network. We provide various insights on the considered OMSTN based on
our analysis and numerical results.
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Keywords Satellite-terrestrial networks · Internet-of-things (IoT) · Spectrum
sharing · Performance analysis · Outage probability

14.1 Introduction

Satellite communications have attracted a great deal of recent research interests for
wide range of applications viz., broadcasting, remote sensing, navigation, disas-
ter management, etc., (Vanelli-Corali et al. 2007). The low earth orbit (LEO) and
geostationary earth orbit (GEO) satellites have been integrated to mobile terrestrial
networks to extend the wireless coverage. Further, the medium earth orbit (MEO)
satellites are the popular choice for certain applications. The typical classification of
satellites based on the orbital data is given in Table 14.1 (Riebeek and Simmon 2009).
In addition, the frequency bands in use for various satellite applications according to
the data provided by European Space Agency (ESA) are listed in Table 14.2 (Satellite
Frequency Bands 2020).

Table 14.1 Satellite orbits based on altitudes (Riebeek and Simmon 2009)

Orbit Altitude (km) Orbital period Satellites

Low Earth orbit (LEO) <2000 84–127 min Hubble space
telescope, RISAT-2B,
etc.

Medium Earth orbit
(MEO)

2000–35,780 2–12 h GLONASS, Galileo,
etc.

Geostationary orbit
(GEO)

35,780 23 h and 56 min GSAT-11, South Asia
satellite, etc.

High Earth orbit
(HEO)

>35,780 >24 h Vela 1A, IBEX

Table 14.2 Satellite frequencies and their applications (Satellite Frequency Bands 2020)

Bands Frequencies (GHz) Applications

L-band 1–2 Global positioning system
(GPS)

S-band 2–4 Communication satellites for
space shuttles, weather radar,
etc.

C-band 4–8 Satellite TV networks

X-band 8–12 Military radar applications

Ku-band 12–18 Broadcast satellite services

Ka-band 26–40 Close-range targeting radars
on military aircraft
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Unlike the terrestrial networks, the satellite networks suffer from severe blockage
effects due to variety of reasons, e.g., heavy clouds, rain attenuation, terrestrial user
is indoor, etc. Consequently, the direct link from satellite to ground user is often
masked (Jo 2011). To combat the masking effect, the terrestrial cooperative relaying
has been integrated to satellite networks for reliable communications (Evans et al.
2005; Paillassa et al. 2011). As a consequence, the dual-hop satellite-terrestrial net-
works (STNs) with cooperative relaying infrastructure have been evolved. The major
classification of STNs based on spectrum utilization can be given as two types, viz.,
hybrid STNs and integrated STNs (Sreng et al. 2013; Kim 2011). In the former STN
type, orthogonal spectrum resources are utilized for transmission over the two hops.
However, in the latter STN type, same spectrum resources are utilized for transmis-
sion in both hops. Note that as compared to hybrid STNs, the integrated STNs may
subject to co-channel interference not only from the terrestrial sources (TSs), but
also from extra-terrestrial sources (ETSs). Hereby, the common interfering ETSs
are the co-channel satellites and the modern high altitude platforms (HAPs) (e.g.,
unmanned aerial vehicles, balloons, etc.). Further, with respect to STNs, it is custom-
ary to have satellite links affected by the shadowed-Rician fading and the terrestrial
links affected by the Rayleigh fading.

In fifth-generation (5G) networks, a terrestrial ecosystem of billions of connected
devices (e.g., home appliances, smart vehicles, industry equipment, etc.), referred
to as Internet of things (IoT), is expected to increase tremendously the demand of
spectrum resources (Chen et al. 2017; Khan et al. 2017; Salman et al. 2018). The
large number of low-cost IoT devices in future must be operated in unlicensed spec-
trum to meet their spectrum requirements (Lysogor et al. 2018). It is predicted that
the end-user spending on IoT applications will be 6.3 times higher in 2025 than
in 2020. To this end, cognitive radio is viable solution to cater the future spectrum
demands of IoT devices. Cognitive radio allows the coexistence of unlicensed sec-
ondary devices in the licensed spectrum of a primary network based on spectrum
sharing as long as the quality-of-service (QoS) of primary network is protected. The
underlay and overlay are the two most popular models of cognitive radio (Manna
et al. 2011; Zou et al. 2010). In underlay model, the transmit power of secondary
devices is safely constrained to limit the harmful interference at primary network. In
contrast, in overlay model, the secondary devices communicate with its own receiver
by cooperatively assisting primary communications based on a less restrictive net-
work coding techniques. In this chapter, we discuss the integration of IoT devices to
satellites based on overlay approach. Some practical systems have been devised to
integrate IoT devices to satellite such as receiver autonomous integrity monitoring
(RAIM), satellite-based augmentation system (SBAS), multi-global navigation satel-
lite system (Multi-GNSS), advanced-RAIM (ARAIM), etc., [please refer to (Chen
et al. 2017)]. More recently, the integration of IoT devices to satellite networks for
millimeter (mm) wave communications in 5G systems has been considered based on
cognitive networking (Evans et al. 2015). It is worth mentioning that the integration
of IoT to low earth orbit (LEO)/high earth orbit (HEO) satellite systems has already
been envisioned in existing standards, e.g., digital video broadcast-satellite-second
generation extension (DVBS2X) (ETSI 2014). Vodafone has recently initiated a
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project for extending satellite communications to terrestrial IoT devices (Vodafone
Group 2018). A similar project (known as Starlink) has been initiated by SpaceX
for terrestrial internet applications (Starlink Network 2020). Cognitive STNs have
recently gained significant research interests (Jia et al. 2016; Kandeepan et al. 2010;
Sharma et al. 2013). In particular, for IoT applications, an overlay STN is of great
importance where the primary satellite network can share the spectrum (e.g., direct-
to-home television bands, etc.) with secondary IoT devices. Herein, an IoT device
cooperatively assists satellite communications based on network-coded primary and
secondary signal transmissions. More importantly, the densification of STNs aim-
ing futuristic sixth-generation (6G) services leads to an unavoidable interference
problem.

In light of the above, in this chapter, we consider an overlay multi-user STN
(OMSTN) where a primary satellite communicates with a selected terrestrial receiver
with the help of a secondary IoT network in the presence of interference. Hereby, to
incorporate the hybrid as well as integrated STN scenarios, we consider the following
two cases for system performance analysis: (a) Case 1: when interference occurs
due to TSs only; (b) Case 2: when interference occurs due to both ETSs and TSs.
We specifically derive the tight closed-form outage probability (OP) expressions of
both the primary satellite and secondary IoT networks. We further carry out the
asymptotic high signal-to-noise ratio (SNR) analysis to obtain the diversity order of
respective networks. For high SNR analysis, we consider two scenarios, namely when
interferers’ power is fixed and when it varies proportional to the transmit power of
satellite and IoT nodes. We further devise a scheme for adaptive power splitting factor
under a guaranteed QoS of primary satellite network. We disclose various insights
on the considered OMSTN based on our analysis in numerical results section.

14.1.1 Prior Works

In general, the performance of both decode-and-forward (DF) and amplify-and-
forward (AF)-based STNs has been analyzed in Sreng et al. (2013), Bhatnagar and
Arti (2013), An et al. (2015), Upadhyay and Sharma (2016). The authors in Miri-
dakis et al. (2015) have considered the dual-hop multi-antenna STNs. Most recently,
STNs with mobile unmanned aerial vehicle (UAV) relaying has been investigated in
Sharma et al. (2020). The secrecy performance of STNs has been analyzed in An
et al. (2016). In Sharma and Kim (2020), the authors have considered the secrecy per-
formance analysis of mobile UAV relaying for STNs. Specifically, the performance
of cognitive STNs have been analyzed in Guo et al. (2018), Sharma et al. (2017),
Vassaki et al. (2013). We highlight that the aforementioned works have neglected the
impact of interference on the performance of STNs. Several works in literature have
taken into account the interference from TSs for the performance analysis of STNs.
In particular, the works in An et al. (2014, 2015) have analyzed the performance of
STNs with interference. Further, the performance of AF-based STNs for generalized
integer and non-integer SR fading parameters has been analyzed in Yang and Hasna
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(2015) with interference. In addition, the performance of multi-user STNs multi-user
scheduling was assessed in Upadhyay and Sharma (2016) under interference. The
outage performance of integrated STNs with interference has been analyzed in Ruan
et al. (2017). Furthermore, the impact of hardware impairments on the performance
of STNs has been considered in Guo et al. (2019) with interference. Moreover, the
outage performance of underlay cognitive STNs under interference has been ana-
lyzed in An et al. (2016). Hereby, we emphasize that the majority of aforementioned
works have considered the performance analysis of STNs with interfering TSs only
by neglecting completely the interference from ETSs. It is quite intuitive that the
interference from ETSs in addition to the TSs in next-generation STNs is inevitable.
Thus, this chapter deals with a comprehensive performance analysis of OMSTNs
under Case 1 and Case 2 as described previously.

14.1.2 Chapter Organization

The rest of the chapter is composed of the following sections. In Sect. 14.2, the
considered OMSTN system model is discussed. In Sects. 14.3 and 14.4, we assess the
outage performance of satellite network and IoT network, respectively. In Sect. 14.5,
we formulate a scheme for power splitting factor at IoT transmitter to guarantee
the QoS of primary satellite network. In Sect. 14.6, we provide the numerical and
simulation results. Finally, in Sect. 14.7, we discuss the summary of this chapter.

14.2 System Description

14.2.1 System Model

We consider an OMSTN system model as shown in Fig. 14.1. Herein, a satellite
transmitter A intends to communicate with a selected terrestrial user Bn from N ter-
restrial users {Bn}N

n=1. We assume that the direct links from A to Bn are unavailable
due to either severe shadowing or due to indoor location of Bn . Hence, for reliable
communications from A to Bn , the primary satellite network allows spectrum sharing
to a secondary IoT network comprises of a transmitter C and receiver D. The IoT
transmitter is assumed to be capable of applying superposition coding to multiplex
the primary satellite and secondary IoT signal in power domain based on overlay
cognitive radio principle. Consequently, the IoT network access the primary satellite
spectrum for its own secondary communications alongside cooperatively assisting
the primary satellite communications. Further, we assume that the terrestrial satel-
lite receivers {Bn}N

n=1 as well as the IoT network C − D are operating under the
mixed interference received from the extra-terrestrial sources (ETSs) and terrestrial
sources (TSs). While the ETSs include various satellite transmitters or high altitude
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Fig. 14.1 OMSTN system
model

platforms (HAPs) (e.g., balloons, etc.) sharing the common frequency spectrum as
of considered primary satellite network, the TSs include the cellular users. In this
chapter, we analyze the outage performance of considered OMSTN system model
under the following two cases: Case 1: when interference occurs due to TSs only and
Case 2: when interference occurs due to both ETSs and TSs. We consider Mt as the
number of interfering TSs {Tl}Mt

l=1 and Ms as the number of interfering ETSs {Sj }Ms
j=1.

The channel coefficients corresponding to A − C , A − D, C − D, and C − Bn links
are hac, had , hcd , and hcbn , respectively.

14.2.2 Propagation Model

The satellite A communicates with the selected terrestrial receiver Bn in two con-
secutive time phases via the IoT transmitter C which first superposes an amplified
version of primary satellite signal received in first phase and its own secondary signal
(based on power domain multiplexing technique) and then, broadcasts the combined
signal in the second phase. Hereby, the amplification of primary satellite signal is
achieved using conventional AF principle. Specifically, in the first phase, satellite
A transmits its signal xa with power Pa which is received by the IoT transmitter C
as well as by the IoT receiver D. In addition, the interference I corresponding to
Cases 1 and 2 is received by the IoT network. The received signals at C and D can
be represented in a compact form as

yai = √
Pahai xa + I + nai , (14.1)

where i ∈ {c, d} and nai is the AWGN with zero mean and variance σ 2. Note that,
in (14.1), the term I = It for Case 1 where It = ∑Mt

l=1

√
Pt htl xl , with Pt , htl , and xl

are respectively, the transmit power, channel, and signal of interfering TSs. Further,
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the term I = It + Is for Case 2 where Is = ∑Ms
j=1

√
Pshs j x j , with Ps , hsj , and x j

are respectively, the transmit power, channel, and signal of interfering ETSs.
In the second phase, the IoT transmitter C first combines the amplified primary

satellite signal yac and its own secondary signal xc by splitting its total available
power as μPc and (1 − μ)Pc among these signals, respectively. Consequently, the
combined signal can be expressed as

zc = √
μPc

yac√|yac|2
+√

(1 − μ)Pcxc, (14.2)

where μ ∈ (0, 1) is defined as a power splitting factor. Then, the IoT transmitter C
broadcasts the superposed signal zc toward Bn and D. The signals received at Bn and
D can be given in a compact form as

ycυ = hcυzc + I + ncυ, (14.3)

where υ ∈ {bn, d}, I is the same as defined previously, and ncυ is the AWGN. Thus,
the signal-to-interference-plus-noise ratio (SINR) at Bn via node C is given by

�acbn = μ�̂ac�̂cbn

(1 − μ)�̂ac�̂cbn + �̂ac + �̂cbn + 1
, (14.4)

where �̂ac = �ac
Wc+1 , �̂cbn = �cbn

Wc+1 , �ac = ηa|hac|2, �cbn = ηc|hcbn |2, ηa = Pa
σ 2 , and

ηc = Pc
σ 2 . Note that, in (14.4), the term Wc = Wt for Case 1 where Wt =

∑Mt
l=1 �tl , �tl = ηt |htl |2, ηt = Pt

σ 2 . Whereas, for Case 2, Wc = Wt + Ws where

Ws = ∑Ms
j=1 �s j , �s j = ηs |hsj |2, ηs = Ps

σ 2 .
Furthermore, we observe that the received signal ycd at D in (14.3) contains

primary satellite signal xa which can be straightforwardly canceled by D using a
copy of xa received by it in the first phase. Therefore, the resultant SINR at IoT
receiver D after successful primary interference cancellation can be given as

�acd = (1 − μ)�̂cd(�̂ac + 1)

μ�̂cd + �̂ac + 1
, (14.5)

where �̂cd = �cd
Wc+1 , �cd = ηc|hcd |2, and Wc is the same as defined previously under

the Cases 1 and 2.
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14.2.3 Multi-user Selection Criterion for Primary Terrestrial
Receivers

To proceed further, we introduce an opportunistic multi-user selection criterion for
the primary terrestrial receiver Bn∗ as given by

n∗ = arg max
n∈{1,...,N } �acbn . (14.6)

It is worth emphasizing that the aforementioned multi-user selection criterion pro-
vides the best connection to Bn∗ from IoT transmitter C . Further, the aforementioned
selection criterion can be implemented in a distributed timer-based mechanism. Here,
the IoT transmitter first broadcasts the training symbols which are collected by each
receiver Bn to set their individual timers inversely proportional to the received signal
strength of training symbols corresponding to C − Bn link. The terrestrial receiver
Bn whose timer expires first would be the selected.

14.2.4 Channel Models

14.2.4.1 Main Satellite and Extra-Terrestrial Interference Channels

We assume that the channel for main satellite links (hai , i ∈ {c, d}) follows shadowed-
Rician (SR) distribution. The probability density function (pdf) of independently and
identically distributed (i.i.d.) squared channels |hai |2 can be given as

f|hai |2(x) = αai e
−βai x

1 F1(mai ; 1; δai x), x ≥ 0, (14.7)

where αai = (2	ai mai/(2	ai mai + 
ai ))
mai /2	ai , βai = 1/2	ai , δai =


ai/(2	ai )(2	ai mai + 
ai ), 
ai and 2	ai are, respectively, the average power
of the line-of-sight and multipath components, mai denotes the fading severity, and
1 F1(·; ·; ·) is the confluent hypergeometric function of the first kind (Gradshteyn
and Ryzhik 2000, Eq. 9.210.1). The aforementioned pdf in (14.7) for integer mai

can be simplified as (Sharma et al. 2017)

f|hai |2(x) = αai

mai −1∑

κ=0

ζai (κ)xκe−(βai −δai )x , (14.8)

where ζai (κ) = (−1)κ(1 − mai )κδ
κ
ai/(κ!)2, with (·)κ as the Pochhammer symbol

(Gradshteyn and Ryzhik 2000, p. xliii). Further, by the transformation of variates,
the pdf of random variable �ai = ηa|hai |2 can be obtained using (14.8) as
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f�ai (x) = αai

mai −1∑

κ=0

ζai (κ)

(ηa)κ+1
xκe− βai −δai

ηa
x
. (14.9)

Moreover, one can determine the cumulative distribution function (cdf) F�ai (x) based
on integrating (14.9) with the aid of (Gradshteyn and Ryzhik 2000, Eq. 3.351.2) as

F�ai (x) = 1 − αai

mai −1∑

κ=0

ζai (κ)

(ηa)κ+1

κ∑

p=0

κ!
p!
(

βai − δai

ηa

)−(κ+1−p)

x pe− βai −δai
ηa

x
.

(14.10)

Using (14.8), the pdf of i.i.d. squared SR channels |hsj |2 (i.e., f|hs j |2(x))
pertaining to interfering ETSs can be obtained by replacing the parame-
ters {αai , βai , 	ai , δai , mai ,
ai , ζai (κ)} by {αs, βs, 	s, δs, ms,
s, ζs(κ)}, respec-
tively, for j = 1, ..., Ms . Similarly, the pdf f�s j (x) and cdf F�s j (x) of ran-
dom variable �s j = ηs |hsj |2 can be obtained using (14.9) and (14.10), respec-
tively, by replacing the parameters {αai , βai , 	ai , δai , mai ,
ai , ζai (κ)} therein by
{αs, βs, 	s, δs, ms,
s, ζs(κ)} and ηa by ηs .

14.2.4.2 Main Terrestrial and Terrestrial Interference Channels

The channels for main terrestrial links (i.e., hcυ , υ ∈ {bn, d}) and interfering TSs
follow Rayleigh fading. Therefore, the respective pdf f�cυ (x) and cdf F�cυ (x) of
�cυ = ηc|hcυ |2 can be given, based on the exponential distribution, as

f�cυ (x) = 1


cυηc
e− x


cυ ηc (14.11)

and

F�cυ (x) = 1 − e− x

cυ ηc , (14.12)

where υ ∈ {b, d} (here index n is dropped under i.i.d. fading links) and 
cυ is the
average fading power.

Likewise, the pdf f�cυ (x) and cdf F�cυ (x) of i.i.d. random variables �tl = ηt |htl |2
corresponding to interfering TSs’ links can be expressed, respectively, by replacing
the parameters {
cυ, ηc} with {
t , ηt } in (14.11) and (14.12), for l = 1, ..., Mt .
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14.2.5 Statistical Characterizations

In this section, we first characterize statistically the random variable �cbn
 related to
the multi-user selection criterion. By making use of (14.6), (14.12) and applying the
order statistics for i.i.d. random variables �cbn , for n = 1, ..., N , the cdf of �cbn
 can
be determined as

F�cbn

(x) =

(
1 − e− x


cbηc

)n
. (14.13)

We further characterize statistically the interference variable Wc = Ws + Wt

under Case 2. Hereby, to proceed, we require the pdf of sum of i.i.d. SR variates (i.e.,
Ws) as well as the sum of i.i.d. Rayleigh variates (i.e., Wt ). The pdf of Ws is given
as (Upadhyay and Sharma 2016)

fWs (w) =
∑̃ �s(Ms)

η�
s

w�e−�ss w (14.14)

where �s(Ms) = αMs
s

∏Ms
κ=1 ζs(iκ)

∏Ms−1
j=1 �(

∑ j
l=1 il + j, i j+1 + 1), � =

∑Ms
κ=1 iκ + Ms , �ss = βs−δs

ηs
,
∑̃ = ∑ms−1

i1
. . .
∑ms−1

iMs
and �(·, ·) denotes the

Beta function (Gradshteyn and Ryzhik 2000, Eq. 8.384.1). Next, the pdf of Wt (i.e.,
sum of i.i.d. and equal power terrestrial Rayleigh interferers) is given as (An et al.
2016)

fWt (w) =
(

1


tηt

)Mt wMt −1

�(Mt )
e− w


t ηt . (14.15)

Now, with pdfs of Ws and Wt off-the-shelf, we can determine the pdf of Wc

according to the following lemma.

Lemma 1 The pdf of Wc can be given as

fWc(w) =
∑̃ �s(Ms)

η�
s

(
1


tηt

)Mt �(Mt ,�)

�(Mt )
(14.16)

× w�+Mt −1e− w

t ηt 1 F1

(
�;� + Mt ;−�̃ssw

)
,

where �̃ss = �ss − 1

t ηt

.

Proof The pdf of Wc can be written as the statistical convolution of the pdf’s of Ws

and Wt as per the following expression (Miridakis et al. 2015)
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fWc(w) =
w∫

0

fWs (x) fWt (w − x)dx . (14.17)

On plugging (14.14) and (14.15) in (14.17), it results

fWc(w) =
∑̃ �s(Ms)

η�
s

1

�(Mt )

(
1


tηt

)Mt

(14.18)

× e− w

t ηt

w∫

0

x�−1(w − x)Mt −1e−�̃ss x dx .

Finally, evaluating the integral in (14.18), using (Gradshteyn and Ryzhik 2000,
Eq. 3.383.1), one can attain (14.16). �

14.3 Outage Performance of Satellite Network

In this section, we assess the outage performance of primary satellite network and
carry out asymptotic OP analysis to reveal its achievable diversity order.

For a target rate Rp, the OP of primary satellite network with selected primary
receiver n∗ is determined as

Psat
out(Rp) = Pr

[
�acbn∗ < γp

]
(14.19)

= E{Pr
[
�acbn∗ < γp|Wc = w

]},

whereγp = 22Rp − 1 and E{·}denotes the statistical expectation. Since the evaluation
of OP in (14.19) is cumbersome based on the exact SINR in (14.4), we proceed to
derive a tight lower bound on the exact OP of satellite network for the Cases 1 and
2 in following subsections.

14.3.1 Case 1

We derive the OP of satellite network for Case 1 in the following theorem.

Theorem 1 For Case 1, the tight lower bound on OP of satellite network can be
given as

P̃sat
out(Rp) =

{
�(Rp), ifγp < μ′
1, ifγp ≥ μ′ , (14.20)

where �(Rp) is given by
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�(Rp) =1 − αac

mac−1∑

κ=0

ζac(κ)

ηκ+1
a

κ∑

n=0

κ!
n!�

−(κ+1−n)
ac γ̃ n

p e−�ac γ̃p (14.21)

×
(

1


tηt

)Mt 1

�(Mt )

n∑

q=0

(
n

q

)
⎛

⎜
⎝

�(Mt + q)
(
�acγ̃p + 1


t ηt

)Mt +q

−
N∑

l=0

(
N

l

)
(−1)l e

−γ̃pl

cbηc

�(Mt + q)
(
�acγ̃p + γ̃pl


cbηc
+ 1


t ηt

)Mt +q

⎞

⎟
⎠ ,

with μ′ = μ

1−μ
, γ̃p = γp

μ−(1−μ)γp
and �ac = βac−δac

ηa
.

Proof Please refer to Appendix 1 for proof. �

14.3.1.1 Asymptotic OP

Here, we derive the asymptotic OP of satellite network at high SNR (ηa, ηc → ∞)
for Case 1 to reveal its diversity order.

Corollary 1 For Case 1, the asymptotic OP of satellite network under γp < μ′ and
ηa = ηc = η can be given as

P̃sat
out(Rp) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
αac γ̃p

η
+ γ̃p


cbη

) 1∑

q=0

(1
q

)
ψ1(q), if N = 1,

(
αac γ̃p

η

) 1∑

q=0

(1
q

)
ψ1(q), if N > 1,

(14.22)

where ψ1(q) =
(

1

t ηt

)−q
�(Mt +q)

�(Mt )
.

Proof The proof is in line with that given in Appendix 1. Considering η → ∞, we
can approximate (14.51) by neglecting the term F�̂ac

(γ̃p|w)F�̂cbn∗ (γ̃p|w) resulting in
higher order as

P̃sat
out,∞(Rp) = E{F�̂ac

(γ̃p|w) + F�̂cbn∗ (γ̃p|w)}. (14.23)

Further, under η → ∞, we can simplify the cdfs F�̂ac
(x |w) and F�̂cbn∗ (x |w), for

small argument x as

F�̂ac
(x |w) 	 αacx(w + 1)

η
(14.24)

and
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F�̂cbn∗ (x |w) 	
(

x(w + 1)


cbη

)N

. (14.25)

Similarly, one can have F�̂cd
(x |w) 	 x(w+1)


cdη
pertaining to C-D link under high SNR.

Subsequently, substituting these cdfs into (14.23), we can re-express (14.23) as

P̃sat
out(Rp) =

⎧
⎨

⎩

(
αac γ̃p

η
+ γ̃p


cbη

)
E{(w + 1)}, if N = 1,

(
αac γ̃p

η

)
E{(w + 1)}, if N > 1,

(14.26)

Now, taking the expectation in (14.26) with respect to the pdf fWt (w) given by (14.15)
similar to the evaluation of I1 in Appendix 1, we can obtain (14.22). �

Note that in Corollary 1, the power ηt of interfering TSs is assumed to be fixed.
Unlike this, in the following, we derive the OP under the condition when the power
ηt of interfering TSs varies proportional to η (i.e., ηt = νη), for some constant ν.

Corollary 2 For Case 1, the asymptotic OP of satellite network under the conditions
γp < μ′ and ηt = νη can be given as

P̃sat
out(Rp) =

{(
αacγ̃p + γ̃p


cb

)
ψ̃1, if N = 1,

(
αacγ̃p

)
ψ̃1, if N > 1,

(14.27)

where ψ̃1 = ν
t
�(Mt +1)

�(Mt )
.

Proof Considering ηt = νη in (14.22), (14.27) can be obtained by neglecting the
higher order terms. �

14.3.2 Case 2

We derive the OP of satellite network for Case 2 in the following theorem.

Theorem 2 For Case 2, the tight lower bound on OP of satellite network can be
given as

P̃sat
out(Rp) =

{
�̃(Rp), ifγp < μ′,
1, ifγp ≥ μ′, (14.28)

where �̃(Rp) is given by
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�(Rp) =1 − αac

mac−1∑

κ=0

ζac(κ)

ηκ+1
a

κ∑

n=0

κ!
n!�

−(κ+1−n)
ac γ̃ n

p e−�ac γ̃p
∑̃�s(Ms)

η�
s

(14.29)

×
(

1


tηt

)Mt �(Mt ,�)

�(Mt )

�(Mt + �)

�(�)

n∑

q=0

(
n

q

)(
T
(

q,�acγ̃p + 1


tηt

)

−
N∑

l=0

(
N

l

)
(−1)l e

−γ̃pl

cbηc T

(
q,�acγ̃p + γ̃pl


cbηc
+ 1


tηt

))
.

with function T (x, y) represented as

T (x, y) = y−�−Mt −x G 1,2
2,2

[
�̃ss

y

∣∣∣∣∣
1 − � − Mt − x, 1 − �

0, 1 − � − Mt

]

. (14.30)

Proof The proof follows the procedure in Appendix 1. Here, for Case 2, we re-
express I1 taking into account the pdf fWc(w) in (14.16) as

I1 =
∑̃ �s(Ms)

η�
s

(
1


tηt

)Mt �(Mt ,�)

�(Mt )

∞∫

0

wMt −1 (w + 1)n e
−
(
�ac γ̃p+ 1


t ηt

)
w

(14.31)

×
(

1 −
N∑

l=0

(
N

l

)
(−1)le

−γ̃pl(w+1)


cbηc

)

1 F1

(
�;� + Mt ;−�̃ssw

)
dw.

Next, we first apply the binomial expansion for (w + 1)n along with (Wolfram’s
functions site 2020, Eq. 07.20.26.0006.01) for 1 F1(·; ·; ·) and then, evaluate the
resulting integral using (Gradshteyn and Ryzhik 2000, Eq. 7.813.1), to get (14.28) �

14.3.2.1 Asymptotic OP

Here, we derive the asymptotic OP of satellite network at high SNR (ηa, ηc → ∞)
for Case 2 to reveal its diversity order.

Corollary 3 For Case 2, the asymptotic OP of satellite network under γp < μ′ and
ηa = ηc = η can be given as

P̃sat
out(Rp) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
αac γ̃p

η
+ γ̃p


cbη

) 1∑

q=0

(1
q

)
ψ2(q), if N = 1,

(
αac γ̃p

η

) 1∑

q=0

(1
q

)
ψ2(q), if N > 1,

(14.32)

where
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ψ2(q) =
∑̃�s(Ms)

η�
s

(
1


tηt

)Mt �(Mt ,�)

�(Mt )

�(Mt + �)

�(�)
T
(

q,
1


tηt

)
. (14.33)

Proof The proof is similar to that in Corollary 1. Taking the required expectation in
(14.26) using the pdf fWc(w) given by (14.16) and performing the resulting integra-
tion as in the proof of Theorem 2, we can achieve (14.32). �

Note that in Corollary 3, the powers ηt and ηs of interfering TSs and ETSs are
assumed to be fixed. Unlike this, in the following, we derive the OP under the
condition when the powers ηt and ηs of interfering TSs and ETSs vary proportional
to η (i.e., ηt = ηs = νη), for some constant ν.

Corollary 4 For Case 2, the asymptotic OP of satellite network under the conditions
γp < μ′ and ηt = ηs = νη can be given as

P̃sat
out(Rp) =

{(
αacγ̃p + γ̃p


cb

)
ψ̃2, if N = 1,

(
αacγ̃p

)
ψ̃2, if N > 1,

(14.34)

where

ψ̃2 = ν
∑̃

�s(Ms)

(
1


t

)Mt �(Mt ,�)

�(Mt )

�(Mt + �)

�(�)
T
(

1,
1


tηt

)
. (14.35)

Proof Considering ηt = ηs = νη in (14.32) and neglecting the higher order terms,
one can determine (14.34). �

Remark 1 Upon re-expressing (14.22) and (14.32) asGcη
−Gd with ηs = ηt set fixed,

and ignoring the higher order terms, the achievable diversity order Gd of satellite
network is unity. However, from (14.27) and (14.34), under the case that interferers’
power varies proportional to η, i.e., ηs = ηt = νη for some constant ν, Gd reduces
to zero. Here, Gc represents the achievable coding gain.

14.4 Outage Performance of IoT Network

In this section, we assess the outage performance of secondary IoT network and carry
out asymptotic OP analysis to reveal its achievable diversity order.

For a target rate RS, the OP of IoT network can be calculated, based on SINR in
(14.5), as

PIoT
out (RS) = Pr[�acd < γs] (14.36)

= E

{

Pr

[
μ�̂cd(�̂ac + 1)

μ�̂cd + �̂ac + 1
< μ′γs

∣∣∣w

]}

,
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where γs = 22Rs − 1. Since the exact analysis of OP in (14.36) is intractable, we
derive a tight lower bound on the exact OP of IoT network (say P̃IoT

out (RS)) based on
the bound XY

X+Y ≤ min(X, Y ) as

P̃IoT
out (RS) = E{Pr[min (μ�̂cd , �̂ac + 1)< μ′γs |w]

︸ ︷︷ ︸
P̃IoT

out (RS|w)

}. (14.37)

After the transformation of variates for �̂ac + 1 and some manipulation,
P̃IoT

out (RS|w) in (14.37) can be expressed as

P̃IoT
out (RS|w) =

{
E{Fμ�̂cd

(μ′γs |w)}, ifγs < 1
μ′ ,

E{1 − F �̂ac
(μ′γs − 1|w)Fμ�̂cd

(μ′γs |w)}, ifγs ≥ 1
μ′ ,

(14.38)

Next, we evaluate the OP of IoT network based on (14.37) for Cases 1 and 2.

14.4.1 Case 1

We derive the OP of IoT network for Case 1 in the following theorem.

Theorem 3 For Case 1, the tight lower bound on OP of IoT network can be given
as

P̃IoT
out (Rs) =

{
�1(Rs), ifγs < 1

μ′ ,

�2(Rs), ifγs ≥ 1
μ′ ,

(14.39)

where γs = 22Rs − 1, and the equations �1(Rs) and �2(Rs) are given, respectively,
by

�1(Rs) =1 − e
−γs

(1−μ)
cd ηc

(
1


tηt

)Mt
(

γs

(1 − μ)
cdηc
+ 1


tηt

)−Mt

(14.40)

and

�2(Rs) =1 − αac

mac−1∑

κ=0

ζac(κ)

ηκ+1
a

κ∑

n=0

κ!
n!�

−(κ+1−n)
ac γ̃ n

s e
−
(
�ac γ̃s+ γs

(1−μ)
cd ηc

) n∑

q=0

(
n

q

)

(14.41)

×
(

1


tηt

)Mt �(Mt + q)

�(Mt )

(
�acγ̃s + γs

(1 − μ)
cdηc
+ 1


tηt

)−Mt −q

,

with γ̃s = μ′γs − 1.
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Proof Please refer to Appendix 2 for proof. �

14.4.1.1 Asymptotic OP

Here, we derive the asymptotic OP of IoT network at high SNR (ηa, ηc → ∞) for
Case 1 to reveal its diversity order.

Corollary 5 For Case 1, the asymptotic OP of IoT network under ηa = ηc = η can
be given as

P̃IoT
out (RS) =

⎧
⎪⎪⎨

⎪⎪⎩

1

cdη

(
γs

(1−μ)

) 1∑

n=0

(1
n

)
ψ1(n), ifγs < 1

μ′ ,

(
αac γ̃s

η
+ 1


cdη

(
γs

(1−μ)

)) 1∑

n=0

(1
n

)
ψ1(n), ifγs ≥ 1

μ′ ,

(14.42)

Proof The proof follows the similar steps as given in Appendix 2. By substituting
the high SNR approximation cdfs (14.24) and (14.25) in (14.54) and (14.55), and
taking the expectation as in Appendix 1, we can reach (14.42). �

Note that in Corollary 5, the power ηt of interfering TSs is assumed to be fixed.
Unlike this, in the following, we derive the OP under the condition when the power
ηt of interfering TSs varies proportional to η (i.e., ηt = νη), for some constant ν.

Corollary 6 For Case 1, the asymptotic OP of IoT network under the conditions
ηt = νη can be given as

P̃IoT
out (RS) =

⎧
⎨

⎩

1

cd

(
γs

(1−μ)

)
ψ̃1, ifγs < 1

μ′ ,(
αacγ̃s + 1


cd

(
γs

(1−μ)

))
ψ̃1, ifγs ≥ 1

μ′ ,
(14.43)

Proof Considering ηt = νη in (14.42) and neglecting the higher order terms, one
can determine (14.43). �

14.4.2 Case 2

We derive the OP of IoT network for Case 2 in the following theorem.

Theorem 4 For Case 2, the tight lower bound on OP of IoT network can be given
as

P̃IoT
out (Rs) =

{
�̃1(Rs), ifγs < 1

μ′ ,

�̃2(Rs), ifγs ≥ 1
μ′ ,

(14.44)
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where �̃1(Rs) and �̃2(Rs) are given, respectively, by

�̃1(Rs) =1 − e
−γs

(1−μ)
cd ηc

∑̃�s(Ms)

η�
s

(
1


tηt

)Mt �(Mt ,�)

�(Mt )

�(Mt + �)

�(�)
(14.45)

× T
(

0,
γs

(1 − μ)
cdηc
+ 1


tηt

)

and

�̃2(Rs) =1 − αac

mac−1∑

κ=0

ζac(κ)

ηκ+1
a

κ∑

n=0

κ!
n!�

−(κ+1−n)
ac γ̃ n

s e
−
(
�ac γ̃s+ γs

(1−μ)
cd ηc

) n∑

q=0

(
n

q

)

(14.46)

×
∑̃�s(Ms)

η�
s

(
1


tηt

)Mt �(Mt ,�)

�(Mt )

�(Mt + �)

�(�)

× T
(

q,�acγ̃s + γs

(1 − μ)
cdηc
+ 1


tηt

)
.

Proof The proof follows that of Theorem 3. �

14.4.2.1 Asymptotic OP

Here, we derive the asymptotic OP of IoT network at high SNR (ηa, ηc → ∞) for
Case 2 to reveal its diversity order.

Corollary 7 For Case 2, the asymptotic OP of IoT network under ηa = ηc = η can
be given as

P̃IoT
out (Rs) =

⎧
⎪⎪⎨

⎪⎪⎩

1

cdη

(
γs

(1−μ)

) 1∑

n=0

(1
n

)
ψ2(n), ifγs < 1

μ′ ,

(
αac γ̃s

η
+ 1


cdη

(
γs

(1−μ)

)) 1∑

n=0

(1
n

)
ψ2(n), ifγs ≥ 1

μ′ ,

(14.47)

Proof The proof follows that of Corollary 5. �

Note that in Corollary 7, the powers ηt and ηs of interfering TSs and ETSs are
assumed to be fixed. Unlike this, in the following, we derive the OP under the
condition when the powers ηt and ηs of interfering TSs and ETSs vary proportional
to η (i.e., ηt = ηs = νη), for some constant ν.

Corollary 8 For Case 2, the asymptotic OP of IoT network under the conditions
ηt = ηs = νη can be given as
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P̃IoT
out (Rs) =

⎧
⎨

⎩

1

cd

(
γs

(1−μ)

)
ψ̃2, ifγs < 1

μ′ ,(
αacγ̃s + 1


cd

(
γs

(1−μ)

))
ψ̃2, ifγs ≥ 1

μ′ ,
(14.48)

Proof The proof follows the proof of Corollary 6. �

Remark 2 Upon re-expressing (14.42) and (14.47) asGcη
−Gd with ηs = ηt set fixed,

and ignoring the higher order terms, the achievable diversity orderGd of IoT network
is unity. However, from (14.43) and (14.48), under the case that interferers’ power
varies proportional to η, i.e., ηs = ηt = νη for some constant ν, Gd reduces to zero.

14.5 Adaptive Power Splitting Factor

In this section, we give an adaptive scheme to obtain the effective value of power
splitting factor μ for spectrum sharing. Recalling the mathematical condition γp < μ′
in Theorem 1, the feasible range of μ can be given as γp

1+γp
≤ μ ≤ 1. Furthermore,

to calculate μ, we require a QoS constraint to protect the satellite network from IoT
transmissions. For this, the OP of satellite network P̃sat

out(Rp) is guaranteed below a
predetermined QoS level ε, i.e.,

P̃sat
out(Rp) ≤ ε. (14.49)

It may be intuitively seen that the QoS constraint at equality yields the value of μ

that minimizes the OP of IoT network. Note that the value of μ can be determined
through exhaustive search method as there is no closed-form solution available. For
comparison, we also consider the assignment of an arbitrary fixed value of μ.

14.6 Numerical and Simulation Results

In this section, we present the numerical results for considered OMSTN. Here,
we validate our theoretical results by simulations for 106 independent channel
realizations. We set the rate parameters Rp = RS = 0.5 bps/Hz in order to have
γp = γs = 1 (unless stated otherwise). We further set 
cb = 
cd = 1, and SNR
ηa = ηc = η. The SR fading parameters for satellite link A − C are considered
as (mac, 	ac,
ac = 5, 0.251, 0.279) (i.e., light shadowing) and (mac, 	ac,
ac =
2, 0.063, 0.0005) (i.e., heavy shadowing) for Cases 1 and 2, respectively (Upadhyay
and Sharma 2016). The SR fading parameters for interfering ETSs are considered
as (ms, 	s,
s = 1, 0.063, 0.0007) for heavy shadowing. We set 
t = 0.1 for inter-
fering TSs, and interferers’ power ηs = ηt . Here, we consider two scenarios viz.,
(a) when interferers’ power is fixed, i.e., ηs = ηt = 5 dB, and (b) when interferers’
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Fig. 14.2 Outage probability of satellite network

power is proportional to η, i.e., ηs = ηt = νη, with ν = −20 dB. Moreover, we set
the number of interferers Mt = 2 for Case 1 and Ms = Mt = 2 for Case 2.

In Fig. 14.2, we plot the OP versus SNR curves for primary satellite network for
different number of primary terrestrial receivers. In this figure, the set of curves are
obtained for a fixed value of power splitting factor (i.e., μ = 0.75). Here, we can
observe that our derived theoretical lower bound on exact OP are well-aligned to
the simulation results over medium-to-high SNR regime. Even, in low SNR region,
the theoretical lower bound is acceptably tight. Furthermore, by observing the slope
of curves when N changes from 1 to 2, we conclude that the diversity order of the
considered OMSTN remains unaffected of the choice of N .

In Fig. 14.3, we plot the OP versus SNR curves for secondary IoT network for
different γs . Hereby, we set the value of γs = 1 and 0.3 to realize the scenarios γs ≥ 1

μ′

and γs < 1
μ′ , respectively, as observed in Theorem 3. Here also, we assume that power

splitting factor has a fixed value 0.75 and N = 2. Likewise satellite network, we can
observe that the theoretical lower bound on exact OP of IoT networks are in close
proximity to simulation results. Further, one can confirm a diversity order of unity
for the IoT network based on the slope of various OP curves.

In Fig. 14.4, we plot the OP versus SNR curves for primary satellite network for
different number of primary terrestrial receivers under the scenario where interferers’
power is proportional to SNR η, i.e., ηs = ηt = νη for ν = −20 dB. Here, we set
fixed value of μ as 0.75. Note that unlike the scenario discussed in Fig. 14.2, hereby,
the slope of OP curves becomes zero in medium-to-high SNR regime. This indicates
the loss of diversity order of the satellite network to zero. Thus, no diversity gain is
achievable under this scenario for any choice of N , i.e., 1 or 2.

In Fig. 14.5, we plot the OP versus SNR curves for secondary IoT network for
different γs under the scenario where interferers’ power is proportional to SNR η,
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i.e., ηs = ηt = νη for ν = −20 dB. Likewise the satellite network, there is the loss
of diversity order of IoT network to zero in this scenario as apparent from the flat
OP curves in medium-to-high SNR regime.

In Fig. 14.6, we plot the OP versus SNR curves for secondary IoT network by
adaptively choosing the μ according to the procedure described in Sect. 14.5. Hereby,
we set ε = 0.1 owing to the OP of 10%. It is interesting to observe here that OP can be
slightly improved in low SNR regime through adaptive power splitting factor when N
changes from 1 to 2. The performance gap is more noticeable in Case 1 for given SR



312 P. K. Sharma et al.

0 5 10 15 20 25 30 35 40 45 50

SNR (dB)

10-3

10-2

10-1

100

O
ut

ag
e

P
ro

ba
bi

lit
y

Analysis
Asymptotic
Simulation, γs=0.3
Simulation, γs=1

Case 2

Case 1

Fig. 14.5 Outage probability of IoT network

0 5 10 15 20 25 30 35 40 45 50

SNR (dB)

10-4

10-3

10-2

10-1

100

O
ut

ag
e

P
ro

ba
bi

lit
y

Analysis
Asymptotic
Simulation N=1
Simulation N=2

Case 2

Case 1

Fig. 14.6 Outage probability of IoT network

fading parameters. However, the diversity order of the OMSTN remains unaffected
of N . More importantly, the adaptive choice of μ always protect the satellite network
by guaranteeing a desired QoS.

In Fig. 14.7, we plot the OP versus SNR curves for secondary IoT network by
adaptively choosing μ under the scenario when interferers’ power is proportional to
η, i.e., ηs = ηt = νη for ν = −20 dB. Here, the zero diversity order at high SNR is
apparent through flat OP curves. However, the QoS for primary satellite network can
be effectively guaranteed under this scenario.
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14.7 Summary and Future Extensions

This chapter presented a comprehensive outage performance analysis of an OMSTN
where terrestrial secondary IoT devices cooperatively assist the multi-user primary
satellite communications to access spectrum for secondary communications. We
derived the tight closed-form OP expressions of both satellite and IoT networks
for Case 1 and Case 2 in the presence of interference from TSs and ETSs. We
have also performed achievable diversity order analysis of the considered OMSTN
under two scenarios, viz., when interferers’ power is fixed and when it varies with the
transmit power of main satellite and IoT nodes. We have also presented the scheme for
adaptively choosing the power splitting factor. We depicted that in general adaptive
power splitting factor improves the performance of IoT network while guaranteeing
the QoS of satellite network. The presence of interference degrades the performance
of both the satellite and IoT networks. Moreover, the diversity order of both satellite
and IoT networks reduces to zero under the scenario when interferers’ power varies
proportionally with that of main satellite and IoT nodes. In this chapter, we analyzed
the performance of OMSTN with single-antenna nodes. The performance of such
OMSTN with multi-antenna nodes may be considered as a future extension. Further,
the analysis of multi-antenna satellite nodes with correlated fading scenario is a
practical problem. Other major research extensions include the techniques for secrecy
enhancement, radio frequency energy harvesting, reducing the impact of hardware
impairments, etc.
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Appendix 1

To derive the OP of satellite network, we first apply the bound XY
X+Y ≤ min(X, Y ) to

re-express the SINR in (14.4) as (Sharma et al. 2017)

�acbn∗ ≤ �

acbn∗ = μ

(1 − μ) + 1/ min(�̂ac, �̂cbn∗ )
. (14.50)

Then, substituting the upper bound SINR �

acbn∗ in (14.19) yields

P̃sat
out(Rp) = E{1 − F �̂ac

(γ̃p|w)F �̂cbn∗ (γ̃p|w)} (14.51)

where F X (·|w) = 1 − FX (·|w) is the complementary cdf. Now, invoking (14.10) and
(14.13) in (14.51) after applying binomial expansion in (14.13), we can get

P̃sat
out(Rp) =1 − αac

mac−1∑

κ=0

ζac(κ)

ηκ+1
a

κ∑

n=0

κ!
n!�

−(κ+1−n)
ac γ̃ n

p e−�ac γ̃p (14.52)

× E

{

(w + 1)ne−�ac γ̃pw

(

1 −
N∑

l=0

(
N

l

)
(−1)le

−γ̃pl(w+1)


cbηc

)}

︸ ︷︷ ︸
I1

.

We further re-express the term I1 in (14.52) with the help of pdf fWt (w) given by
(14.15) as

I1 =
(

1


tηt

)Mt 1

�(Mt )

∞∫

0

wMt −1 (w + 1)n e
−
(
�ac γ̃p+ 1


t ηt

)
w

(14.53)

×
(

1 −
N∑

l=0

(
N

l

)
(−1)le

−γ̃pl(w+1)


cbηc

)

dw.

Finally, by applying the binomial expansion for (w + 1)n and evaluating the resulting
integral using (Gradshteyn and Ryzhik 2000, Eq. 3.351.3), we can obtain (14.20).

Appendix 2

We evaluate (14.38) based on the cdfs given by (14.10) and (14.12), where

�1(Rs) = E{Fμ�̂cd
(μ′γs |w)}, (14.54)
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and

�2(Rs) = E{1 − F �̂ac
(μ′γs − 1|w)Fμ�̂cd

(μ′γs |w)}. (14.55)

Here, �1(Rs) and �2(Rs) can be computed by following the approach similar to that
in I1 in Appendix 1 with the pdf fWt (w) given by (14.15).
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Chapter 15
Resource Allocation in D2D
Communications

Ajay Bhardwaj and Devendra Singh Gurjar

Abstract The proliferation of mobile devices and data-hungry applications running
on them leads to a massive growth of wireless data traffic. Supporting this ever-
increasing data demands and communication rate requires reconsideration of the
existing cellular network architecture. Device-to-device (D2D) communications,
which allow two mobile devices in the proximity to communicate with each other,
emerge as a potential solution to this challenge. It provides multifold gains in terms of
transmission-rate gain, frequency-reuse gain, coverage-gain, and hop-gain. However,
extensive deployment of D2D communications in the cellular networks poses several
intrinsic challenges, such as severe interference to the primary cellular users, rapid
battery depletion of D2D transmitters in relaying scenarios. Therefore, this chapter
discusses various challenges in supporting D2D communications. It then surveys
various existing resource allocation schemes to address these challenges. It also pro-
vides the achievable performance over different fading channels and computational
complexity of the power allocation schemes.

Keywords 5G communication · D2D communication · LTE-A · Interference
management · Resource allocation

15.1 Introduction

Owing to the unprecedented growth in the number of mobile users, the next gener-
ation of wireless networks, referred to as the fifth generation (5G), are envisaged to
support enormous number of simultaneously connected users with access to numer-
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ous services and applications. The CISCO’s latest visual network index (VNI) report
forecasts that by 2021, the mobile users traffic will account for 71 % of the total IP
traffic, and 82 % of it is video traffic (Index 2019). Media-rich applications such as
3D holography, high-definition video streaming, and cloud-based networking which
require high data rate, and delay sensitive applications such as two-way gaming
and tactile Internet (e.g., Google glass) (Fettweis 2014) which require a round-trip
latency of about 1 ms cannot be supported by existing 4G networks. In summary,
providing data at high rate and low latency to high number of users is a daunting
challenge facing telecom researchers, service provider, and policymakers.

To cope up with these intense data demands of users, D2D communication, which
allows proximate mobile users to communicate, has gained momentum as a promi-
nent solution (Gamage and Shen 2018; Sobhi-Givi et al. 2018). However, despite hav-
ing significant potential for providing higher throughput (Kai et al. 2019) and lower
delay (Mi et al. 2015), implementing D2D communication poses several intrinsic
challenges. For example, mutual interference among cellular users (CUs) and D2D
users may deteriorate the performance of the network, and signaling overhead to set
up D2D links. In order to address these issues, in this chapter, we study the resource
allocation schemes where D2D users may share the cellular users channels.

Depending upon their frequency allocation, the operation of D2D communication
can be divided into two parts: inband (Feng et al. 2013) and outband (Gui and Zhou
2018) D2D communication. In the inband communication, D2D users are allowed to
share the channels allocated to the primary CU users with QoS control from the BS.
While in outband communication, D2D users communicate on different frequency
bands, such as ISM band, and may operate without any control of the BS. Specifically,
inband D2D communication can be realized using two spectrum sharing techniques:
underlay (Lee and Lee 2019; Zhang et al. 2018a) and overlay (Kazeminia et al.
2019). In underlay D2D communication, the D2D users are allowed to share the
channels allocated to the CUs; however, the interference created to the CUs should
be below certain thresholds. While in overlay communication, a dedicated part of
the cellular radio resources is allocated to D2D communication, but the resource
allocation is supposed to be done efficiently so that dedicated cellular resources
are not underutilized (Zhao et al. 2017). The above-mentioned different ways of
allocating the frequency channels to the D2D users are depicted in Fig. 15.1.

Recent surveys on D2D communication (Asadi et al. 2014; Mach et al. 2015)
evaluate the state-of-the-art research activities and present various research chal-
lenges, such as spectrum management, links scheduling, interference handling, and
resource allocation. Furthermore, many research works have been done to standard-
ize the integration of D2D communication in LTE networks (Lien et al. 2016). In
addition with academia, standardization efforts have been taken by many industries
and standardization bodies, such as Qualcomm and 3GPP. The first architecture to
implement D2D communication underlaying cellular networks is provided by Qual-
comm’s FlashLinQ (Wu et al. 2013). The 3GPP provides an analysis on the feasibility
of proximity services (ProSe) and proposed the required architectural enhancement
to accommodate the D2D use cases in LTE (Lin et al. 2014a). Furthermore, the 3GPP
release-12 includes the ProSE as a public safety feature with specific focus on one
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Fig. 15.1 Different ways to allocate frequency channels to D2D communication

to many communication scenarios (Lin et al. 2014a). In next section, we address the
challenges in designing of optimal resource allocation schemes.

Chapter Outline: The remaining of this chapter is structured as follows:

• Section 15.2 provides a brief overview of the challenges in the designing of an
optimal resource allocation schemes for D2D-enabled cellular networks.

• Section 15.3 provides the classification of the existing resource allocation schemes
based on the challenge they are addressing.

• Section 15.4 provides an example of the resource allocation scheme with an objec-
tive of sum-throughput maximization.

• Finally, Section 15.5 provides concluding remarks along with some of the possible
future works.

The acronyms used in this chapter are listed in Table 15.1.

15.2 Challenges in Resource Allocation for D2D
Communication

The integration of D2D communication in current LTE network poses many chal-
lenges. In the following, we provide a brief overview of the main challenges in
designing of the resource allocation schemes for D2D communication in cellular
networks.

Spectrum sharing and interference management: Due to limited spectrum
available for the cellular communication, buying additional licensed band to enable
D2D communication is not a feasible solution. Therefore, the allocation of spectrum
should be done judiciously, and efficient interference avoidance mechanisms should
be provided if the spectrum reuse factor is greater than one. Specifically for the scenar-
ios where D2D users share the channels with cellular users (the underlay approach),
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Table 15.1 List of acronyms

ASE Area spectral efficiency

BS Base station

CSI Channel state information

CU Cellular user

DL Downlink

EE Energy efficiency

eNB Evolved node base station

HetNets Heterogeneous networks

ISM band The industrial, scientific, and medical band

LTE Long-term evolution

MINLP Mixed-integer nonlinear programming

PPP Poisson point process

QoS Quality of service

SE Spectral efficiency

SINR Signal-to-interference-plus-noise ratio

SIR Signal-to-interference ratio

UL Uplink

VNI Visual network index

providing efficient interference management techniques is of utmost importance.
Depending upon the sharing of uplink or downlink CU channels, D2D users create
interference to the CUs, or the CUs create interference to the D2D receivers, respec-
tively. This intra-cell interference created to and from the CUs degrades the system
throughput. In fact, because of higher chance of presence of proximate D2D links to
the CUs, it can severely decrease the performance of the cellular network. Therefore,
to enable underlay D2D communication, the optimal resource allocation schemes in
presence of interference are needed.

In order to avoid the mutual interference between the CUs and D2D users, overlay
communication can be employed (Kazeminia et al. 2019); however, to avoid any
wastage of licensed band, the resource allocation should be done efficiently. Besides,
in outband D2D communications, the interference is completely eliminated, however,
the mobile device should be multi-homed. Further, it decreases the network control
over D2D communications, and consequently reliability of the links. In additions,
D2D communications need to consider the interference and adapt accordingly to
other technologies operating in the same unlicensed band.

Spectral and energy efficiency trade-off : Spectral efficiency (SE) which is
defined as achievable sum throughout per unit of bandwidth is one of the most
prominent parameter in designing of current cellular networks. In D2D integrated
cellular networks, SE is majorly increased by supporting more number of D2D users
on a single frequency channel. With proliferation of data-hungry applications run-
ning on the mobile devices, there is staggering increase in the power consumption of
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the wireless networks. Therefore, energy efficiency (EE) which measures how effi-
ciently available transmission power is used for data communication is also becoming
an important parameter in cellular network design. Ideally, the resource allocation
schemes are needed to be designed in such a way that both the parameters are maxi-
mized simultaneously. However, often conflicting nature of these parameters hinders
the maximization of both in a network. Therefore, it is imperative to provide resource
allocation schemes which provide a good trade-off between spectral efficiency and
energy efficiency.

Optimal performance, computational complexity, and signaling trade-off :
For improving the performance of D2D-enabled cellular networks, resource alloca-
tion schemes need to solve the complex optimization problems that are non-convex
and combinatorial in nature. In many cases, these optimization problems turn out to
be NP-hard, which are intractable in nature, and have exponential time complexity.
Thus, they are not manageable for large-scale networks. In addition, optimal solution
often leverages the full channel state information (CSI) of all involved links, and in
practical large cellular networks providing full CSI to all the users all the time is not a
feasible solution. Therefore, the challenges in designing an optimal resource alloca-
tion scheme consist of finding a good trade-off between optimality and applicability,
centralized versus distributed, and joint versus separate optimization solutions.

15.3 Classification of Existing Schemes for D2D
Communication

In this section, we classify the existing resource allocation schemes based on the
challenge or the objective of the formulated problem in D2D communication they
are addressing.

15.3.1 Sum-Throughput Maximization

Most of the previous works on D2D communication formulate a joint channel and
power allocation problem with an objective of sum-throughput maximization and
ensure a certain level of QoS to the CUs and the D2D users by imposing a SINR
threshold on both type of users.

The work of Ye et al. (2014) formulates a sum-throughput maximization problem
for D2D-enabled cellular networks. The system model consists of a single BS, with
the CUs and D2D users are distributed as a Poisson point process, and it allows
multiple D2D pairs to share the channel with a CU. To solve the formulated problem
efficiently, authors reformulate it into a Stackelberg game, and a low-complexity
low-overhead distributed algorithm is proposed. Through numerical solutions, it is
shown that the proposed scheme increases the system throughput and expeditiously
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manages the interference created by D2D users to CUs. However, the computational
complexity of the proposed iterative algorithm increases exponentially with increase
in number of D2D users.

The work of Yin et al. (2015) formulates a joint channel and power allocation
problem with an objective of sum-throughput maximization of D2D users. Then,
depending upon the availability of CSI at the BS, it provides centralized and dis-
tributed solutions for the resource allocation problem. For centralized solution, a
successive convex approximation method is proposed, while for distributed solu-
tion the formulated problem is remodeled into a Stackelberg game where D2D pairs
compete with each other in a noncooperative manner to maximize their individual
data rate. The results obtained show that the average system throughput increases
significantly with very less signaling overhead in distributed algorithm.

The work of Li et al. (2018) provides a framework to jointly improve the system
fairness and throughput in a D2D-enabled underlay cellular network. An optimization
problem is formulated to maximize the proportional fairness functions of all the users
while considering the fairness and SINR requirement of the CUs and the D2D users.
A two-stage joint power control and proportional scheduling algorithm is proposed,
which optimally maximize the system throughput along with fairness. However, it
only addresses the scenarios where a cellular channel is shared by only one D2D pair
which is an underutilization of the spectrum.

The work of Lee and Lee (2019) proposes a joint channel and power allocation
problem for maximizing the average achievable rate in a D2D-enabled underlay
cellular network. The system model considers more number of D2D pairs than CUs.
It derives the expression for outage probability for a CU, and putting it as a constraint,
the optimal power allocation problem is solved. Through numerical simulations, it
is shown that the provided framework significantly increases the achievable rate of
admitted D2D users.

In Cai et al. (2015), authors formulate an overall system capacity maximization
problem in a D2D-enabled cellular network. The system model allows multiple
D2D pairs to share the single downlink channel. The formulated problem is MINLP,
which is NP hard in nature. To solve the problem, authors utilize the graph-coloring
approach, where D2D pairs are considered as vertices and the channels of cellular
users are considered as a set of colors. The proposed heuristic scheme introduces two
areas: interference limited area which identifies those D2D pairs that can transmit on
the same channel, and signal-to-interference ratio limited area which identifies those
D2D pairs that cannot share the same spectrum. The major limitation is sub-optimal
solution at higher computational cost.

In Kai et al. (2019), an optimization problem is formulated with an objective of
maximizing the sum-throughput of D2D users while maintaining the certain data
rate thresholds to the CUs. The formulated problem turns out to be an instance of
MINLP. To solve the formulated problem efficiently, it is decomposed into two sub-
problems: sub-carrier assignment and power allocation. In sub-carrier assignment
problem, it is assumed that the maximum transmit power of a user is divided equally
among all the sub-carrier he is assigned. Then, by exploiting the successive convex
approximation technique, the power allocation problem is remodeled into sequence
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of convex optimization problems. To solve it in an efficient manner, a low-complexity
power allocation scheme is proposed. The numerical results show that there is sig-
nificant gain in sum-rate, however not close to the sum-rate obtained using optimal
(exhaustive) approach.

The work of Feng et al. (2013) addresses the problem of mutual interference
minimization between CUs and D2D users. It formulates a sum-throughput maxi-
mization problem in a D2D-enabled underlay cellular networks where D2D users
are sharing the uplink channels with uniformly distributed CUs. The objective of the
optimization problem is to allocate the channels and powers to the CUs and the D2D
users in order to maximize the sum-throughput of the system, as shown by the Eq.
(15.1).

max
ρ,Pc

i ,Pd
j

{∑
i∈C

∑
j∈D

[log2(1 + γ c
i ) + ρi, j log2(1 + γ d

j )]
}
, (15.1)

where γ c
i and γ d

j denotes the SINR for the CUs and D2D users, respectively; ρi, j ∈ ρ

is a binary variable, and it indicates whether the channel of the i th CU is shared by
the j th D2D user or not; variables C and D denote the number of the CUs and
D2D users in the cell, respectively. This work also ensures the QoS of both type
of users by maintaining SNR above certain thresholds. Since the above problem is
again an instance of MINLP, which is hard to solve optimally, authors propose a
three step solution: (1) QoS-aware admission control to decide whether a D2D pair
is admissible or not, (2) power allocation to admissible D2D users, and (3) channel
allocation to a D2D user by utilizing bipartite graph matching technique. Using
numerical simulations, it is shown that the sum-throughput and number of D2D
users admitted in a cell increases significantly. It compares their proposed scheme
with other heuristic (Zulhasnine et al. 2010) and fixed margin scheme (Janis et al.
2009).

Figure 15.2 depicts that the sum-throughput decreases with increase in D2D geo-
graphical spread. The reason is as D2D receivers are far from their corresponding
D2D transmitters, thus they have low SINR, and consequently lower contribution
to the sum-throughput. It can also be observed that the gain in the sum-throughput
increases if the channels are considered faded, and the resource allocation schemes
are designed accordingly.

In addition to above-mentioned works, there exist many research works which
solve the similar objective optimization problem with different approaches. Table 15.2
provides a brief summary of such works.

15.3.2 Spectral Efficiency Maximization

Some of the previous works address the problem of maximizing the spectral efficiency
of the D2D-enabled cellular networks, as listed in Table 15.3. These works either tries
to increase the number of users sharing the channels, or increase the data transmission
rate per unit of bandwidth by adequately managing the interference.
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Fig. 15.2 Sum-throughput variation with D2D geographical spread for different power allocation
schemes with impact of fading

Table 15.2 Resource allocation schemes for D2D communications that are addressing sum-
throughput maximization, Nc is numbers of CUs, and ND is number of D2D users

References Spectrum
share

Channel
sharing
direction

Complexity Analytical tool

Ye et al. (2014) Underlay UL O(ND log2(μmax/ε) +
N 2

D K ), K ∈ [4, 8],
log2(μmax/ε)

∈ [5, 10]

Game theory

Yin et al. (2015) Underlay UL Non-convex
optimization and
Game theory

Li et al. (2018) Underlay UL O(T ∗ N 3
c ), T is

number of time slots
Graph theory
(Hungarian algorithm)

Feng et al. (2013) Underlay UL O(N 3
c ), Nc =ND Graph theory

Lee and Lee (2019) Underlay UL non-trivial to
determine

Exhaustive search,
Heuristic scheme

Cai et al. (2015) Underlay DL O(2ND ND), Graph coloring theory

Kai et al. (2019) Underlay UL O((2ND + Nc)K ), K
denote number of
channels

Convex optimization
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The work of Mustafa et al. (2014) proposes a three-tier network as a hierarchical
heterogeneous networks (HetNet), where D2D communication is enabled as tier-3
network within macro-cell BS (tier-1) and small-cell BS (tier-2). This framework
increases the spectral efficiency in terms of percentage of mobile users engage in
D2D communication instead of tier-1 and tier-2. The numerical results show that there
is significant increase in achievable capacity by hierarchical HetNet in comparison
with traditional HetNet where D2D communication is not enabled. It also shows
that spectral efficiency increases for D2D-enabled ultra dense networks. The major
limitation of this work is the signaling overhead to set up D2D links in HetNets.

Authors in Kim et al. (2018) formulate a joint channel and power allocation
problem with an objective of maximizing the spectral efficiency in a D2D-enabled
underlay cellular networks. By exploiting the inner approximation method, a low-
complexity iterative algorithm is proposed. Using numerical results, it is shown
that with increase in transmit power of a D2D user, the average spectral efficiency
increases upto a certain level, then it saturates. The limitation of this work is that
it always assumes that a channel is shared by maximum one D2D pair, which is an
inefficient utilization of spectrum (Table 15.3).

The work of Trigui and Affes (2018) provides an analytical framework to evalu-
ate the CUs and D2D users SINR distributions in general fading scenario. It unifies
various fading models by utilizing the H-transform theory. An average area spec-
tral efficiency (ASE) maximization problem is formulated, and the expression for
the access probability and the optimal transmit power which maximizes the ASE
is derived. Numerical results show that the proposed opportunistic access scheme
requires only statistical CSI instead of complete CSI for centralized solution, which
leads to less delay in the network. It is also shown that the proposed framework
handled all type of complex fading models, such as Weibull, shadowed κ − μ.

Table 15.3 Resource allocation schemes for D2D communications that are addressing spectral
efficiency maximization, Nc is numbers of CUs, and ND is number of D2D users

References Spectrum share Channel sharing
direction

Complexity Analytical tool

Mustafa et al.
(2014)

Overlay and
outband

DL/UL Non-trivial to
determine

Heuristic
schemes

Kim et al. (2018) Underlay UL 2(Nc ∗ ND) Heuristic and
inner approx.

Trigui and Affes
(2018)

Underlay UL O(T ∗ N 3
c ), T is

number of time
slots

Hungarian
algorithm
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15.3.3 Energy Efficiency Maximization

Many research efforts have been put to address the problem of energy efficiency
maximization both in cellular networks and D2D-enabled cellular networks. The
optimization problem is formulated either to decrease the energy consumption of an
individual transmitter or as whole of the system.

The work of Wu et al. (2015) formulates an optimization problem with an objec-
tive of maximizing the energy efficiency of D2D users with constraints on minimum
data rate supported to each CU and D2D user. To make the system model more prac-
tical, it considers circuit power consumption alongside transmit power consumption.
Depending upon the D2D users circuit power consumption, three different operative
regions are identified, and corresponding power control mechanisms are provided.
To make the system more computationally efficient, a distributed power control algo-
rithm is proposed. The numerical results show that the energy efficiency increases
significantly by controlling the transmit power of D2D users.

Authors in Della Penda et al. (2016) formulate an energy consumption problem
in D2D-enabled cellular networks operating in dynamic time division duplex (TDD)
mode. The formulated optimization framework jointly optimizes the mode selection,
uplink/downlink transmission period, and transmission power to minimize the energy
consumption. It is MINLP, therefore, heuristic schemes are proposed which provide
the near-optimal solutions. The results obtained show that significant energy saving
can be achieved by synergy of better channel gains of D2D links and the adaptive
transmission time of dynamic TDD.

In Zhao et al. (2016), the authors formulate a mixed-integer optimization problem
with an objective of minimizing the energy consumption in D2D underlay cellular
networks. A more realistic scenario is considered where multiple D2D pairs are shar-
ing the channel with cellular users, and they are moving within cells. By exploiting
the dynamic graph modeling technique, theoretical lower bound on system energy
consumption is derived, and it is revealed that adapting underlay D2D communi-
cation with proper transmission power control significantly decreases the energy
consumption. Effect of various network parameters, such as flow delay, buffer size,
and bandwidth is also shown.

In Khazali et al. (2018), the authors formulate an energy efficiency maximization
problem for D2D users in a D2D-and-femtocell-enabled HetNets. They utilize the
frequency fractional reuse structure to allocate the channels to the CUs and D2D
users and show that it minimizes the interference among the simultaneously operat-
ing technologies. To solve the problem in an efficient manner, they remodeled the
problem as a noncooperative game and proposed an iterative algorithm to allocate
transmit powers to users. The results obtained show that by controlling the transmit
power of CUs and D2D users, the energy consumption can be reduced significantly
without much decrease in number of the CUs and the femtocell users. However,
the complexity of the proposed algorithm increases exponentially with increase in
number of CUs and D2D users.
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The work of Jiang et al. (2015) formulates an energy efficiency maximization
problem in a D2D-enabled cellular network, and it turns out to be an MINLP, which
is NP hard and non-convex in nature. To find a tractable solution, it is then transformed
into a fractional programming problem and an equivalent subtractive form. A two-
layer iterative power and channel allocation scheme is proposed which converges fast
to the optimal solution. The objective function of the energy efficiency maximization
problems is expressed as follows:

max
ρi, j ,Pi, j

UEE (15.2)

UEE =
∑D

i=1

∑C
j=1 ρi, j R(Pi, j )∑D

i=1

∑C
j=1 ρi, j Pi, j + PC

, (15.3)

where ρi, j is a binary variable, with value ρi, j = 1 denotes that the channel of the
i th CU is shared with the j th D2D user, and ρi, j = 0 otherwise; R(Pi, j ) denotes
the sum-rate achieved with transmit power Pi, j ; PC and Pi, j denote the maximum
transmit power transmitted by the CU and the D2D user, respectively. Numerical
results confirm that the proposed model significantly increases the EE even for larger
number of D2D pairs in the cell. A list of such works is provided in Table Table 15.4.

Table 15.4 Resource allocation schemes for D2D communications that are addressing energy
efficiency maximization, Nc is numbers of CUs, and ND is number of D2D users

References Spectrum
share

Channel
sharing
direction

Complexity Analytical tool

Wu et al. (2015) Underlay UL log2(
M−M

ε2
)×

2K

[
log2(

Q−Q
ε1

)

]2

,

M − M , Q − Q are
feasible power
region for CU and
D2D user, ε1 and ε2
are error tolerance

Heuristic approach
(Iterative algorithm)

Della Penda et al.
(2016)

Underlay UL/DL Non-trivial to
determine

Heuristic approach

Zhao et al. (2016) Underlay DL (O(B + R)N ), B =
no. of BS, R = no.
of relays, N = no.
of time slots

Graph theory

Khazali et al.
(2018)

Overlay UL Iterative algorithm
with Imax iterations

Game theory

Jiang et al. (2015) Underlay UL O(ND NC ) Fractional
programming
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15.3.4 Energy Efficiency and Spectral Efficiency Trade-Off

In general, the performance of a communication system is measured by three perfor-
mance parameters: energy efficiency (EE), spectral efficiency (SE), and QoS. Ideally,
it is desired that all the parameters are maximized; however, in practical networks,
these parameters are not independent to each other, sometimes improvement of one
parameters may have negative impact on another one. Previously, many resource
allocation schemes have been proposed which find a good trade-off between SE and
EE in D2D-enabled cellular networks.

Authors in Zhou et al. (2014) formulate an energy efficiency maximization prob-
lem with constraint on the SE requirement and maximum transmission power in a
D2D-enabled underlay cellular networks. To closely relate to the practical networks,
the circuit power consumption is also considered. The objective and constraints of
the formulated general EE-SE trade-off problem are as follows:

max U d
i,EE,= max

⎛
⎜⎜⎝
∑K

k=1 log2

(
1 + pk

i gk
i

pk
c gk

c,i +
∑N

j=1, j=i pk
j gk

j,i +N0

)
∑K

k=1
1
η

pk
i + 2pcir

⎞
⎟⎟⎠ (15.4)

C1 : U d
i,SE ≥ Rd

i,min, (15.5)

C2 : 0 ≤
K∑

k=1

pk
i ≤ pd

i,max, (15.6)

where U d
i,SE is the SE (bits/s/Hz) of i th D2D user; gk

c,i is the interference channel
gain between the kth CU to the i th D2D receiver; η denotes the efficiency of power
amplifier; gk

j,i denotes the interference link from the j th D2D pair transmitter to
the i th D2D pair receivers; K denotes the total number of channels. To solve the
problem efficiently, a resource allocation scheme based on the noncooperative game
is proposed, where each user behaves in a greedy manner and tries to maximize
the individual EE. By using numerical simulations, it is shown that for high values
of transmission power, there is little gain in SE, while significant loss in EE. The
limitation of this work is that the computational complexity to find trade-off increases
significantly with increase in number of D2D users and CUs. Through numerical
simulations, it is shown that for increasing value of SE, EE has typical bell-shaped
characteristic, an initial increase in EE, then rapid decrease. Indeed this trend is
expected for EE, because to fulfill high requirement of SE, more power is allocated
to D2D transmitters, thus high power consumption, and more interference to CUs.
Thus, less increase in sum-throughput, and more increase in power consumption, so
overall decrease in EE.

The work of Hao et al. (2018) formulates a multi-objective optimization problem
to investigate the trade-off between EE and SE in a D2D-enabled underlay cellu-
lar networks. It addresses two scenarios: first, channel state information (CSI) is
available at the BS, second, CSI is not available. By exploiting the ε-constraint and
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strict robustness, the formulated problem is transformed into a deterministic single-
objective optimization problem. However, finding an optimal solution requires expo-
nential computational power. To decrease it, a two-stage iterative algorithm is pro-
posed which solves the channel and power allocation problem separately. Numerical
results demonstrate that there exist an intrinsic relationship between EE-SE perfor-
mance of CUs and the minimum rate requirement of D2D pairs. A major limitation
of these approaches is that they are iterative in nature; therefore, convergence of the
proposed algorithm is not guaranteed. It highly depends upon the number of D2D
pairs per channel.

The work of Zhang et al. (2018b) investigates the EE-SE trade-off for dynamic
D2D communications in underlay cellular networks. The mobile device is assumed
to be moving, and to capture the dynamic channel characteristics vehicle-to-vehicle
channel model is utilized. Depending upon the vehicular traffic density (VTD),
whether high or low, it formulates two optimization problems. Using numerical sim-
ulations, it is shown that, for high VTD, a small decrease in EE around its peak value
leads to significant gain in SE, while in low VTD scenarios, a slight decrease in SE
results in higher gain of EE. Moreover, to improve the practicability of the proposed
solution, a more general performance metric “economic efficiency” is employed,
which measures profitability in terms of monetary unit per second. The limitation of
this work is that it only considers that a CU channel is shared by only one D2D pair,
which is underutilization of spectrum.

In Wei et al. (2015), authors analyze the EE-SE trade-off for the multihop D2D
communications in the cellular networks. They specifically addressed the scenario
where a D2D user may help other two D2D users to exchange information. The pro-
posed work compares the EE and SE performance of the possible three communica-
tion modes: (1) when there is direct D2D communication between the transmitting
and receiving node, (2) multihop D2D communication through another user, and
(3) conventional communication through centralized BS. The presented work also
finds the optimal transmit power of D2D users that maximize the EE of each mode.
By using numerical simulations, it is shown that for larger transmission distance,
the EE of multihop D2D communication is better, while for smaller transmission
distance, the SE of multihop is better in comparison with direct and conventional
communications. However, orthogonal channel allocation is assumed for D2D com-
munications which may lead to an inefficient utilization of available spectrum. Table
15.5 provides a brief summary of such works.

15.3.5 Delay Minimization

To support the real-time applications, many research efforts have been done to exploit
D2D communications for relay communications. Researchers try to formulate opti-
mization problems with objective of minimizing the delay or number of hops in relay
communications, while ensuring a certain level of QoS to CUs and D2D users.
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Table 15.5 Resource allocation schemes for D2D communications that are addressing energy-
spectral efficiency trade-off, Nc is numbers of CUs, and ND is number of D2D users

References Spectrum
share

Channel
sharing
direction

Complexity Analytical tool

Zhou et al. (2014) Underlay UL O(I d
i,dual I

d
i,loop K ), I d

i,dual

and I d
i,loop are the

required number of
iterations required for
convergence, and for
solving dual problem, K
is number of CUs

Game theory

Hao et al. (2018) Underlay UL O(K Q (ND − 1) (NC +
K )μ(NC ND + K )ν)

Heuristic (Pareto
optimality)

Zhang et al.
(2018b)

Underlay UL Predefined Imax number
of iterations for
convergence

Heuristic approach

Wei et al. (2015) Overlay UL Non-trivial to determine Network coding and
heuristic approach

The recent work by Huang et al. (2019) formulates a joint channel and power
allocation problem for delay-aware D2D communication. The system model consists
of D2D users sharing uplink channels with CUs, with a CU channel is allowed to
share by maximum one D2D pair. By utilizing Lyapunov optimization framework,
an optimal delay-aware traffic admission, mode selection and resource allocation
(DTMR) scheme is proposed. The results obtained show that the proposed scheme
reduces the queue length of every user, and increases average per-user data rate.

Mi et al. (2015), formulate an optimization problem with an objective of mini-
mizing the average delay and average drop rate in a D2D-enabled underlay cellular
network. The formulated problem is remodeled into an infinite horizon average cost
Markov decision process (MDP). To solve the problem efficiently, a two-stage chan-
nel and power allocation scheme is proposed. In the first stage, a heuristic approach
is proposed which considers the imbalance of queue lengths, and in the second stage,
the transition probabilities in the system states are derived. To allocate the optimal
power to D2D transmitters, the Bellmen equation is solved. By using numerical sim-
ulations, it is shown that the proposed scheme decreases the average packet delay
and average drop rate in comparison with baseline models, such as fixed power and
round robin. It is further extended in Lei et al. (2015) where authors consider dynamic
data arrival, and reformulate the resource allocation problem into an infinite horizon
average reward constrained MDP. It is shown that the delay can be minimized either
by a deterministic policy or a simple mixed policy which randomize between two
deterministic policy.

Kazeminia et al. (2019) formulate a dynamic spectrum sharing and power control
problem in a D2D-enabled overlay cellular networks. To ensure the average queue
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length should be below certain threshold, a constraint on maximum delay is consid-
ered. Again by utilizing Lyapunov optimization technique, the formulated problem
is transformed into a maximum weighted sum-rate problem with the average power
consumption as a penalty term. To solve the optimization problem efficiently and
priorly to the next scheduling frame, a low-complexity heuristic scheme is proposed.
By using numerical simulations, it is shown that the dynamic spectrum sharing
approach significantly reduces the queuing delay with the same power consumption
of the static approach. However, overlay communication is assumed, which may
lead to an underutilization of available spectrum. A list of previous works addressing
delay minimization is provided in Table 15.6.

15.4 Resource Allocation for Sum-Throughput
Maximization

In this section, we formulate a sum-throughput maximization problem in a D2D-
enabled underlay cellular networks and proposed a channel and power allocation
problem to efficiently solve the problem.

15.4.1 System Model

We envisioned a D2D-enabled underlay cellular network of cell radius R, as depicted
in Fig. 15.3, in which the locations of the CUs are assumed to be uniformly dis-
tributed. The D2D users are assumed to follow the Poisson point process (PPP)
�d , and the node density is λd . The CUs and D2D users are assumed to share
the same uplink channels. The total number of uplink channels are denoted as
K = {1, 2, . . . , Nc}. To generalize, we use the common index for CU and orthogonal
channels as 1, 2, . . . , Nc. To characterize the channel between the i th transmitter and
the j th receiver, i.e., hi j , Nakagami fading model is assumed. In uplink channel shar-
ing mode, let kth channel is used by the kth CU andDk ⊆ D D2D transmitters. It is
assumed that all the CUs transmit at orthogonal channels, and this helps in avoiding
severe co-channel interference among CUs.

15.4.2 Problem Formulation

The achievable rate of the kth CU sharing channel with other D2D pairs which are
transmitting on the kth channel is expressed as follows:



332 A. Bhardwaj and D. S. Gurjar

Table 15.6 Resource allocation schemes for D2D communications that are addressing delay min-
imization, Nc is numbers of CUs, and ND is number of D2D users

References Spectrum
share

Channel
sharing
direction

Complexity Analytical tool

Huang et al. (2019) Overlay UL O((Nc + 3ND)K ), K
denotes number of
resource blocks

Lyapunov
optimization

Mi et al. (2015) Underlay UL O(N 2
c (Nc + p)), p

denotes number of
possible control inputs

Heuristic scheme

Kazeminia et al.
(2019)

Overlay UL O(N 2
RB L6

D L log NRB),
NRB is number of
RBs; LC and L D
denote the number of
CU links and D2D
links, respectively;
L = LC + L D and
L log NRB is a
function of rate of
increase of iteration

Heuristic approach

Lei et al. (2015) Underlay UL/DL O(|S|2|Ax |), S and
Ax denote state space
and auction space,
respectively

Dynamic optimization

 

Fig. 15.3 Depiction of a D2D-enabled underlay cellular networks, where D2D pair G1 reuses
channel with CU1, and D2D pair G2 and D2D pair G3 reuse uplink channel with CU3
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Rc
k,g = Bk log2

(
1 + pc,khk

c,bd−α
cb∑|Dk |

g=1 pg,khk
g,bd−α

gb + N0

)
, (15.7)

where hk
c,b and hk

g,b represent the channel gain from the kth CU and gth D2D trans-
mitter to the BS, respectively; pc,k and pg,k denote the transmit power of the kth CU
and the gth D2D pair transmitter; dc,b and dg,b represent the distance between the CU
and the D2D transmitter to the base station, respectively; α is path-loss exponent;
N0 denotes the variance of additive white Gaussian noise (AWGN) noise. Similarly,
the achievable SINR of the gth D2D pair sharing channel with other D2D pairs and
the CU which are transmitting on the kth channel is as follows:

�k
r,g = pd,khk

g,r d−α
gr∑|Dk |

j=1, j �=g p j,khk
j,r d−α

jr + pc,khk
c,r d−α

cr + N0

. (15.8)

In (15.8), hk
j,r is channel gain from the co-channel D2D transmitter to the receiver

of other co-channel D2D pairs. The achievable rate of the gth D2D pair is

RD
k,g = Bk log2

(
1 + �k

r,g

)
. (15.9)

To determine the sum-throughput gain achieved by sharing the channels, we need
to find the sum-throughput when channels are not shared. Therefore, the achievable
data rate of the kth CU in absence of interference created by D2D links is determined
as:

R̂c
k = Bk log2

(
1 + pc,khk

c,bd−α
cb

N0

)
. (15.10)

From (15.7) and (15.10), it can be deduced that the data rate of the kth CU decreases,
and the reason for this decrement is interference created by the co-channel |Dk | D2D
transmitters. The value of decrement is calculated by (15.11).

�Rc
k,g = R̂c

k − Rc
k,g. (15.11)

Similarly, the gain in achievable rate after channel sharing can be determined as
follows:

�Rk,g =
∑
g∈Dk

RD
k,g + Rc

k,g − R̂c
k =

∑
g∈Dk

RD
k,g − �Rc

k,g (15.12)

The lowest bound on the achievable throughput gain can be calculated by assuming
all the D2D transmitters transmit at maximum power, because this created maximum
co-channel interference.

Let Rc and Rd denote the achievable sum-throughput of all the CUs and D2D
pairs, respectively, and can be derived using following expressions:
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Rc =
K∑

k=1

Rc
k,g (15.13)

Rd =
K∑

k=1

ag,k RD
k,g, (15.14)

where ag,k denotes the binary variable which determines whether a channel is shared
or not. ag,k = 1 denotes that the kth is shared, otherwise not. In order to increase the
sum-throughput which is summation of the achievable rate of CUs and D2D users,
our objective is to maximize the sum-throughput of all users while maintaining SNR’s
above thresholds. Thus, the optimization problem can be defined as

P1 : max
pd,k ,pc,k ,ag,k

(
Rc + Rg

)
(15.15)

subject to C1 : 0 ≤ pc,k ≤ Pmax
c ∀c ∈ C

C2 : 0 ≤ pd,k ≤ Pmax
d ∀k ∈ K, g ∈ Dk

C3 : �k
c ≥ γk,th

C4 : �k
r,g ≥ γg,th

C5 : ag,k ∈ {0, 1}, g ∈ D, k ∈ C.

Constraint C1 denotes the maximum power that can be allowed to a CU; constraint C2

indicates the maximum power that can be allowed to a D2D transmitter. Constraints
C3 and C4 determine the minimum SINR level should be maintained above certain
threshold, and constraint C5 denotes the binary channel indication variable. By seeing
the structure of the formulated problem, it is deduced that it is an MINLP, and
solving an MINLP problem is computationally hard; therefore, we provide a heuristic
approach which solves the problem P1 in polynomial time.

15.4.3 Outage Probability Analysis

This subsection derives the closed-foam expressions for the outage probability (OPs)
experienced at a typical receiver of a D2D pair. Outage occurs when the SINR at
the receiver is less than a decoding threshold Lin et al. (2014b). Here, we consider
a D2D pair is under outage when the SINR at its receiver falls below the decoding
threshold. As per our system model, the SINR at the r th receiver of a D2D pair
on the kth channel is given in (15.8). For initial outage calculation, we utilize the
full channel inversion for uplink communication ElSawy et al. (2014); therefore, the
transmit power by D2D-Tx and CU is ρddα

g,r and ρbsdα
cb, respectively, where ρd and

ρbs denote the receiver sensitivity of D2D receiver and BS, respectively. We focus
on spectrum sharing which means the hybrid network is interference limited and the
impact of thermal noise (N0) can be neglected. Hence, SIR is assumed in place of
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SINR, and (15.8) is simplified to

SIRr
k = hk

g,rρd

I r
k

, (15.16)

where I r
k (I r

k =∑|Dk |
j=1, j �=g p j,khk

j,r d−α
jr + pc,khk

c,r d−α
cr ) denotes the total interference

at the r th D2D receiver on the kth channel. The probability that SIR of a typical
D2D receiver is less than a threshold γth, i.e, outage probability can be expressed as
follows:

P(SIRr
k < γth) = EI r

k ,hk
g,r

{
P

(
hk

g,rρd

I r
k

)
< γth

}
, (15.17)

where EI r
k ,hk

g,r
{.} stands for the expectation with respect to I r

k and hk
g,r . By following

the power gain-based reference link and assuming the reference link suffering from
Nakagami fading model with shape parameter m as in Guo et al. (2014, 2016),
(15.17) can be written as:

Pk
out (γth) = 1 −

m−1∑
l=0

−sl

l!
dl

dsl
MI r

k (s)|s=m γth
ρd

, (15.18)

where MI r
k (s) = EI r

k

[
exp

(
−s I j

k

)]
is the moment generating function (MGF) of I r

k .

An advantage of considering Nakagami-m model is that it covers all the fading
models; therefore, the expression for OP in Rayleigh fading can also be derived (by
placing m = 1). Next, we find the MGF of interference created at the r th receiver.

We condition on the r th D2D-Rx which is located at a distance d from the base
station. The isotropic network region and PPPs rotation-invariant property says that
OP derived at the r th receiver is the same for those receivers which are at the same
distance d from the base station. Therefore, according to Silvnyak’s theorem, Daley
and Vere-Jones (2007), the MGF of the I r

k can be derived as follows:

MI r
k
(s, d) = EI r

c
{exp

(−s I r
c

)}
× Egk∈Gk g

⎧⎨
⎩exp

⎛
⎝−s

∑
Gk g

I r
k (r)

⎞
⎠
⎫⎬
⎭

= M
r
Ic

(s, d) EGk

⎧⎨
⎩exp

⎛
⎝−s

∑
gk∈Gk

I r
k (r)

⎞
⎠
⎫⎬
⎭

= M
r
Ic

(s, d) exp (λd |A| (MI r (s, d) − 1)) , (15.19)
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where MI r (s, d) denotes the MGF of interference from other D2D pairs which
communicate using the kth channel. MI r

c
(s, d) denotes MGF of interference created

from shared CU.

15.4.4 Channel Allocation Algorithm

Based on the expression of OPs, the BS may easily make a decision whether two
D2D pairs are allowed to share resource with a CU or not. If they are allowed to
share resources with a CU, we may have more options for selecting a CU such as:

Objective 1: Choose that CU that minimizes the outage probability of a particular
D2D pair, either G1 or G2.

i∗ = argmin
i∈C

PG1
out , or i∗ = arg min

i∈C
PG2

out (15.20)

Objective 2: Choose that CUi that minimizes the maximum of OPs of two D2D pairs.

i∗ = argmin
i∈C

max
(

PG1
out , PG2

out

)
(15.21)

Objective 3: Choose that CU that minimizes the sum of OP of two D2D pairs.

i∗ = argmin
i∈C

(
PG1

out + PG2
out

)
(15.22)

Depending on the requirement of service on each D2D pair, the base station would use
the optimal objective for selecting the CU. For example, if D2D pair 1 needs higher
QoS than D2D pair 2, the base station opts for Objective 1 to guarantee performance
for D2D pair 1. Objective 2 tries to minimize the maximum of outage probabilities
of the two D2D pairs, thus tries to maintain the SINR of both pairs above some
threshold value. Objective 3 tries to minimize the sum of outage probabilities of both
D2D pairs.

15.4.5 Power Allocation

After the channel allocation step, the binary variable ag,k vanishes. Therefore, we
need to only allocate the transit power to the D2D transmitters such that they maxi-
mizes the sum-throughput. For this step, we utilized “Generalized Distributed Con-
strained Power Control Algorithm (GDCPC) (Im et al. 2008).” The algorithm fulfills
the SIR requirement of every D2D user while limiting the interference to other receiv-
ing nodes upto a tolerable level. The algorithm ensures the interference constraint
and concomitantly QoS constraint by distributing the total interference to CU into
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Fig. 15.4 Outage probability variation with average SNR of the D2D multicast group, CU = 5,
M = 10

the individual constraint of D2D transmitter, and it can be written as

hk
g,b pg,k ≤ I k

th

Gk
∀g ∈ Gk (15.23)

By rearranging (15.23), we derive the upper bound on the maximum power of a D2D
transmitter.

pg,k = I k
th

hk
g,bGk

(15.24)

It may be noted that to calculate the pg,k , we need to know the other co-channel
D2D pair, and it can be obtained from the channel allocation step. Also, this may be
obtained from the beacon signals that are transmitted by the BS. Therefore, maximum
transmission power of a D2D transmitter is derived as

pmax
g,k = min{Pmax

g,D ,
Ith

hk
g,bGk

} (15.25)

where Pmax
g,D is the maximum transmission power that a mobile device may radiate,

that is 30 dBm.
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15.4.5.1 Effect of SNR on the Outage Probabilities of D2D Pairs

Figure 15.4 depicts the outage probability variation with average SNR of D2D links.
It is assumed that a cellular channel is shared by maximum of two D2D links. Two
observations can be drawn from this figure. First, for objective 1 where the CU for
resource sharing is chosen such that it minimizes the OP of D2D pair 1 instead of D2D
pair 2, with optimal power allocation, the gap between their respective achievable
SNR is nearly 2.5 dB. Second observation is impact of power allocation on OPs.
When selection criteria is objective 3, the gap between their achievable SNR with
the proposed and maximum power allocation is nearly 3 dB. This shows the efficacy
of proposed algorithm in decreasing the outage probability of D2D pairs.

15.5 Conclusion and Future Works

This chapter begins by a brief introduction to the potential usage and different modes
of operation of D2D communication in next generation of wireless networks. Then,
to seamlessly integrate the D2D communication in cellular networks, it presents the
challenges in designing the optimal resource allocation schemes. Next, it provides
the classification of the existing resource allocation schemes based on the challenges
they are addressing. Then, a sum-throughput maximization problem is formulated,
and to solve that a heuristic scheme is proposed. The results obtained with presented
resource allocation schemes show the potential of D2D communication to provide
higher data rate, lower end-to-end latency, and improved spectral and energy effi-
ciencies. These results may further lead to integration of this technology in the next
generation of wireless networks by helping with the design and analysis of relevant
D2D resource allocation schemes. Further, most of the existing schemes deal with the
sum-throughput maximization; however, an interesting extension would be to pro-
vide resource allocation scheme considering various utility maximization problem
for D2D-enabled cellular networks. Also, the insights so obtained with centralized
resource allocation schemes will be useful for designing fast and more pragmatic
distributed resource allocation schemes for D2D-enabled cellular networks.
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Chapter 16
V2X Communications: Recent
Advancements and Performance Analysis

Shubham Dwivedi, Devendra Singh Gurjar, Prabina Pattanayak,
and Tripti Goel

Abstract Vehicular communication is a key technology for realizing automatic
vehicle systems, improving the safety of drivers and passengers, and providing sup-
port for smart traffic handling. In addition, it can help the drivers to take appropriate
decisions and support the modernization of different operations of vehicles along with
some useful applications for the passengers. In this chapter, we discuss various forms
of vehicular communications, e.g., vehicle-to-vehicle, vehicle-to-infrastructure, and
vehicle-to-pedestrian communications. We also highlight the recent advancements
done for different modes of vehicular communications, which can be summarized
as vehicle-to-everything (V2X) communications. Moreover, we identify the poten-
tial research directions to address the challenges for bringing V2X communications
into operation. To illustrate the impact of mobility, we provide mathematical mod-
eling of the node’s mobility and analyze the system performance in terms of outage
probability and system throughput under Rayleigh fading environment.

Keywords V2X communications · V2V communications · V2I communications ·
Time-varying channels

16.1 Introduction

The intelligent transportation systems (ITS) are expected to be an integral part of
the upcoming developed societies. Vehicle-to-everything (V2X) communication has
flair of becoming the foundation for such a futuristic transportation system. This is
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due to the fact that it significantly improves the efficiency of traffic in several aspects,
e.g., traffic management, monitoring of the traffic and its control. Further, it can also
provide a robust network connectivity to transfer a large amount of data among
vehicles and infrastructures that are related to the traffic management. Moreover,
the vehicles can also interact with the infrastructure (centralized base station or
relay node). Herein, the protocols employed in cellular systems for route mapping
and localization can be of particular interest. Also, mobile vehicles can share the
information related to the current location, speed, and direction through the secure
transmissions that can be realized to typically 300 m in any direction under some
extreme environment barriers such as heavy snowfall or fog. Further, pedestrians and
bicycles can be connected to the common platform using portable devices such as
smartphones, and thus, drivers can access their information in well advance.

According to the guidelines of the Department of Transportation (DOT), USA,
vehicle-to-vehicle (V2V) communication should provide 360-degree situational
awareness on the roads to enhance the safety of passengers and vehicles. For per-
sonal privacy, DOT suggested that no personal information about the vehicle or
driver should be broadcasted using V2V technology, except the information required
for general safety. The national safety administrations of different countries are
also focusing on ensuring the security of transmitted data for V2X communica-
tions against any organized cyber-attacks. In general, three barriers are stopping the
deployment of fully autonomous vehicles on the roads; they are

• The price of sophisticated technological components.
• Consumer trust in the automation technology.
• Lack of well-defined regulations.

For fulfilling the communication requirements of the vehicles, vehicular commu-
nications can be realized in the cellular networks to minimize the cost of transmission.
Due to the mobile nature of vehicles, the topology for vehicular networks turns out to
be highly dynamic and therefore poses several challenges for its implementation. As
vehicular communications can be accomplished in different ways, this chapter aims
to give a brief overview of different forms of V2X communications and discusses
the relevance of fifth-generation cellular technologies. Also, it encompasses differ-
ent types of communications that are pertaining to V2X communication, such as
V2V communications, vehicle-to-infrastructure (V2I) communications, vehicle-to-
pedestrian (V2P) communications, and vehicle-to-network (V2N) communications.

16.1.1 Need for Vehicular Communication

Every year, we come across many reports which suggest that traffic mishaps are
taking dozens of lives, and astonishing fact is that it even surpasses deaths caused
by an epidemic or natural disaster. If we take the scenario of India, it is shocking
that even though India is having less than one percent of the world’s automobiles,
the nation has a share of around six percent of total road mishaps and around ten
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percent of all the traffic injuries over the globe (Singh 2017). In 2016, a report by
the Indian government marked that around 0.5 million people were injured in road
accidents. Similarly, the World Health Organization (WHO) report stated that around
1.35 million people are killed every year due to traffic mishaps on roads over the
globe (Soleimani and Boukerche 2018). Notably, the road traffic injuries are at eighth
position in the list of causes of death for all ages globally (WHO 2018). It is also the
leading cause of death of young people having age between 5 and 29 years.

One can list numerous factors that are behind these accidents, such as component
malfunctioning, sudden natural mishap, severe climatic conditions, and many more.
Some of these factors are out of human control, and the noteworthy fact is that about
90% of cases are caused due to driver’s fault. Also, if vehicles are following a lane,
then there are certain chances that the vehicles can bump into each other if the crash
occurs between any two vehicles. Also, about 60% of these traffic accidents could
be avoided if some prior warning is available to the drivers (Wang and Thompson
1997). In crisis circumstances, a driver typically depends on the tail brake light of the
vehicle ahead to choose their braking activity. Under normal street circumstances,
this generally is not the best impact evasion procedure for diverse reasons. As human
eyes have a limitation that it cannot see past the vehicle before them, it limits the
drivers to foresee the emergency event. Human drivers also experience the ill effects
of observation limitations on roadway crisis occasions, bringing about a considerable
amount of delays in communicating crisis alerts.

Chain crashes can be possibly averted, or their seriousness can be reduced by
lessening the slowdown between the time of a crisis occasion and the time at which
the vehicles behind are trained about it (Xu et al. 2003). One approach to give
more opportunity for the drivers to respond in crises is to create ITS applications
by utilizing evolving wireless communication technology. Driver help frameworks
are intended to assist drivers with the driving procedure to evade from mishaps,
also enhancing the speed and control based on the traffic. Many frameworks offer
help to the drivers, for example, traffic sign recognition, automatic parking, adaptive
cruise control, and so on. These methods utilize the capacity of the vehicles to share
the critical data between them, along with the infrastructure around them. With the
approaching updates of these systems, they are turning into an appealing answer to
extend support with the sharing techniques between vehicles.

16.1.2 Challenges in Vehicular Communications

The V2V and V2I communications are characterized by high mobility of vehicles,
dynamic surroundings, and relatively lower antenna height corresponding to the com-
municating nodes that can be vehicles or infrastructure. These physical phenomenons
are responsible for making wireless channel modeling for such dynamic systems sig-
nificantly challenging. The important aspects that distinct vehicular communications
from other wireless communication scenarios are perceived as (Viriyasitavat et al.
2015)
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• Vehicular communications are realized in diverse communication environments.
• Mixtures of different communication forms, e.g., V2V, V2I, and V2P communi-

cations make compatibility issues.
• The communicating entities can be either static or mobile that significantly affect

the achievable performance.

In recent developments, several channel models have been studied so far mainly for
the cellular networks, which may not be suitable for the vehicular networks, because
of the different vehicular statistics. In particular, differences in the height of antennas
at the transceivers can exhibit a considerably different signal propagation behavior.
Moreover, communication distance and operating frequency considered for vehicu-
lar communications are different from those in the cellular networks. In particular,
vehicular communication systems are developed to function at 5.9 GHz applicable
for short distances (10–500 m). In contrast, the cellular networks realize communi-
cations at 700–2100 MHz for relatively longer distances up to tens of kilometers
(Viriyasitavat et al. 2015).

16.2 Vehicle-to-Vehicle (V2V) Communications

In V2V communications, vehicles are capable of interacting with other vehicles of
their close proximity. Primarily, V2V is introduced as an accident evasion innovation,
which depends on the correspondence of data between close-by vehicles to possibly
alert drivers about crisis circumstances that could prompt an accident. For instance,
V2V can help in sending an alert message to the drivers that a vehicle ahead is
braking, and they have to back off. Or let a driver realize that it is not safe to continue
through convergence as another vehicle (yet not in the vision of the driver) is rapidly
drawing closer. V2V frameworks are made out of devices, introduced in vehicles that
utilize dedicated short-range radio communication (DSRC) to trade messages having
vehicle data (e.g., heading, braking status, vehicle’s speed). V2V devices utilize this
data from different vehicles and decide whether a warning to the vehicle’s driver is
required, which could forestall a vehicle crash.

To give a better idea about V2V communications, a V2V scenario is considered
in Fig. 16.1 where three cars, namely A, B, and C, are running on a roadway. These
cars are moving in the left direction. When any of the two cars come under the
radio communication range, they establish a network that enables them to share
information regarding direction, speed, and position of the car. The cars can also be
seen as routers as the information can be sent to the distant car by multiple hops.
The algorithm should be such that it can handle the fast transitions in the network
topology.

The V2V utilizes a decentralized framework that can be arranged with fully con-
nected or partially connected mesh topology (Arena and Pau 2019). In earlier days,
this topology was quite costly and hard to implement, as every node must be physi-
cally associated with the others using wired connections. Nowadays, these concerns
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Fig. 16.1 Vehicle-to-vehicle communications

have been fixed by employing the virtue of wireless communications along, espe-
cially the advent of wireless personal area networks. In such systems, all vehicular
nodes (mobile or static) need to form partial or full mesh connections. Instead of
depending on the base station, the autonomous nodes can transfer the data packets
to other intended node(s). The wireless topology changes fast and unpredictably as
the nodes make random movements. Moreover, these systems can work alone or be
associated with the Internet to give more services.

Based on the the deployed system configuration, the driver can get a warning signal
in case of a mishap to happen, or the vehicle itself can freely take preventive activ-
ities that include emergency braking, cruise control, and cautionary intercessions.
As such, V2V communications are expected to be more compelling than current
embedded frameworks where vehicle safety is altogether subject to the functionality
of different locally available onboard sensors, super-fast cameras, and radars (Arena
and Pau 2019). The vehicle can respond to any critical circumstances depending
on parameters identified by these components set on it. Generally, the fundamental
parameters that can be monitored are the drive speed, the range from an impediment,
or the proximity of vulnerable blindside of vehicle. These existing innovations are
reliable. However, calculation mistakes cannot be omitted. Albeit, V2V communi-
cation protocols can improvise the safety domain by offering collaboration from all
vehicles that are near to one another. They can help the vehicle at serious risk (e.g.,
driver’s sleep, a segment breakdown, obstruction in the path, etc.) to make effective
decisions in taking care of the issue. Thus, the primary role of every vehicle form-
ing mesh network is information collection to ensure fair security to itself and its
neighbors. This framework can be referred to as cooperative awareness.

The emerging V2V technology, along with the other currently available systems,
will enhance the management of traffic problems. The integration of V2V with the
V2I can change the scenario of the transportation systems. It can be considered that
soon, self-driving reliable cars will run on roadways, and that will be possible because
of the ITSs. However, the implementation of these technologies has three major
impediments: the cost of deployment of this venture; the privacy and security of data
that is exchanged; the willingness from automobile companies to incorporate such
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features along with the consideration for standard security protocols. At present, the
picture is not clear how the fund will be raised for technology deployment, whether it
will be public or private. It is encouraging that automobile giants such as BMW, Audi,
Daimler, General Motors, Volvo are working on the development and deployment
of these technologies in their vehicles.

16.2.1 Prior Arts on V2V Communications

In recent years, one can see the surge in the use of novel machine learning algorithms
for different applications. Likewise, for V2V communications, the researchers in Ye
et al. (2019) have developed a novel decentralized resource allocation technique that
utilizes deep reinforcement learning. The proposed method can satisfy the latency
constraints along with the minimization in the interference to V2I communication.
Sensors are used to collect information from nearby entities to get more informa-
tion about the surrounding environment. One of the sensors in this regard can be
windshield-installed cameras. Researchers of Gomes et al. (2012) have proposed
a driver assistance system that converts the vision barring vehicles in the form of
transparent tubular targets with the help of V2V communication and wrap-around
cameras. By doing so, the maneuvers become safer as this method enhances the
visibility of drivers. In the coming years, automobiles are expected to serve a variety
of services. Technically, these services will be based initially on the transmission of
beacon messages that gives an insight into the presence of the vehicle. In this regard,
the investigators of Bazzi et al. (2015) have proposed that the long-term evolution
(LTE), a 4G mobile communication standard, can be used as the enabling technol-
ogy for V2V beaconing. This can be achieved by exploiting device-to-device (D2D)
communication and full-duplex (FD) radio provided by LTE.

For designing an automatic driving system, preview control is an integral concept
that needs to be incorporated into the system. Motivated by this, a preview controller
for vehicle stability using V2V communication is proposed in Yim (2017). The idea
is that the preceding vehicle driver’s steering input that is obtained on the follow-
ing automobile acts as a reference for preview control. As discussed in the earlier
section, link reliability is a crucial performance metric, and researches are going on
to enhance reliability. One of the modern methods, as proposed in Park et al. (2019),
is based on resource size control (RSC). Based on the message size, communication
range, and vehicle density, the offered RSC alters the resource size. This technique
results in enhancement of link reliability as compared to the fixed resource size tech-
nique. Further, interference can be seen as a major impairment and becomes the
limitation for high-rate transmissions. With the advancement in V2V communica-
tion, interference mitigation techniques are investigated. Recently, researchers have
proposed schemes based on the Doppler-shift-based frequency-domain interference
alignment scheme and frequency-domain pre-coding scheme. These techniques help
in dealing with interference (Wu et al. 2017). Security and privacy are the primary
requirements of any wireless communication. This motivates the development of
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secure communication links. To maximize the secrecy performance, the joint relay
selection and sub-carrier allocation schemes are devised in Han et al. (2017), along
with no compromise in fairness. The problem can be modeled in a random bipartite
graph (RBG) and solved by an algorithm with low complexity.

16.2.2 Future Research Problems on V2V Communications

1. Different machine learning algorithms and their combinations can be incorporated
to develop novel resource allocation techniques that can minimize the latency in
V2V communications.

2. Safe maneuvers are an important metric in V2V communications. Therefore,
efficient schemes to improve maneuvering can be considered as future problems.
Moreover, designing robust sensors or cameras to assist V2V communication can
also serve this purpose.

3. Future problem can be based on beacon signaling as it helps in localizing vehicles.
4. One can come up with new interference mitigation techniques to maximize the

achievable data rates in V2V communication.
5. Enhancing security and privacy are other interesting and crucial areas of research

for the current scenario in the era of supercomputers.
6. Novel computational algorithms can be devised to reduce computational com-

plexities.

16.3 Vehicle-to-Infrastructure (V2I) Communications

V2I communication enables vehicles to communicate with the roadside infrastruc-
ture, unlike the V2V communication (concerned only with the transfer of data among
vehicles). The components used for supporting V2I communications include RFID
readers, traffic lights, roadside cameras, lane markers, street lights, and parking notes.
In a technical way, V2I is closely related to V2V, as it also uses DSRC for interfac-
ing. The protocols of the ad hoc network allow the infrastructure to interact with the
vehicle or vice versa. The strength of the V2I is evident by the fact that real-time
advice concerning traffic conditions can be made. Scenarios like traffic congestion,
the availability of nearby parking, accident-prone areas can also be communicated
by acquiring data by robust sensors. Similarly, variable speed limits and adjustment
of the signal phase and timing can be achieved, which in turn help in effectively
saving fuel and maintaining a steady flow of traffic. These advisories can be com-
municated to operators of vehicles by road displays or by wireless connections. To
better comprehend the concept, we take the example of having two different traffic
scenarios. On the right-hand side of the highway in Fig. 16.2, the V2I focuses on
improving fuel efficiency and reduction of emission from vehicles by controlling
through central infrastructure when the traffic is low. On the left-hand side of the
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Fig. 16.2 Vehicle-to-infrastructure communications

highway, the main concern is depleting queues when there is greater congestion. This
example emphasizes that the motto of V2I infrastructures changes with the changing
traffic conditions. Roadside units (RSU) play an important role in providing net-
work coverage to the vehicles of highways. A group of nearby RSUs is connected
to the Internet and other control units through RSU gateways. For providing smooth
network connectivity even at higher speeds, soft hand-off techniques are employed.

To accomplish the vision of autonomously driven cars, the primary need is the
development and implementation of the hardware, software, and firmware that collec-
tively establish the reliable link between infrastructure and vehicles. Many countries
are planning to improve safety and mobility by implementing smart road infras-
tructures. Governments face the grave challenge of funding in such projects. It is
predicted that by 2020–2025, the V2I systems will be devised and implemented.

16.3.1 Prior Arts on V2I Communications

In V2I communications, the required amount of real-time data rates are exception-
ally high to take prompt decisions. Therefore, it is important to focus on paradigms
that can fulfill such demand of high data rates. From the recent studies, it has been
shown that massive multiple-input multiple-output (MIMO) can be a key technology
to satisfy the needs of an intelligent transport system, which are low latency, high
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data rate along with high energy efficiency (Gurjar and Upadhyay 2016b). Adaptive
tracking of vehicles is also possible by using multiple antenna elements because of
viability of multiple beams formation in the elevation domain. It thereby enhances
spatial multiplexing efficiency along with the surge in the throughput. Recently,
researchers in Zhang et al. (2016) have developed a packet-level channel model for
V2I elevation multiplexing links that suffices the interference issue of MIMO-based
systems. Estimation of channel state information for effective beamforming is also
crucial to maintain the performance of communication systems (Gurjar and Upad-
hyay 2016a). Further, to deal with high computational complexities, fast processing
algorithms have been developed in Jiang et al. (2018). On the other hand, adaptive
directional beamforming comes in the limelight to make MIMO communications
more effective. This approach ultimately improves the capacity of V2I communi-
cations. Researchers of Pyun et al. (2016) have proposed an iterative method that
allocates the resources to maximize the capacity, whereas the interference has been
mitigated by leveraging the beam properties.

Another potential solution to address the needs of V2I communications is to
exploit millimeter-wave (mm-Wave) communications. However, channel estimation
is a cumbersome task in millimeter-wave communication systems as it consumes
resources such as hardware, bandwidth, and time. These channel tracking schemes
can play a role in V2I communication. Recently, data-aided iterative channel tracking
has been proposed that uses the spatial diversity of mm-Wave channels employing
a lens antenna array (Gong et al. 2019). To detect the current data, previous time
slots are being used for channel estimation that, in turn, reduces the overhead of
channel estimation. As any imperfections in channel state information (CSI) impair
vehicular communication such as V2V and V2I. Therefore, to obtain accurate CSI,
the researchers in Yang et al. (2017) have proposed the inter-vehicle cooperation
channel estimation (IVC-CE) method. Single or multiple vehicle measurements,
such as the speed and position of automobiles, are used in this optimal channel
estimation.

In urban vehicular environments, positioning accuracy is an issue of paramount
importance. The existing GPS cannot provide that level of precision. So, localizing
the vehicle is an active area of research. In this regard, authors in Fascista et al. (2017)
have proposed a GPS-free localization scheme that leverages the architecture of the
V2I framework. The beacon packets sent by RSU play a major role in this method.
The weighted least square algorithm incorporates estimating parameters such as the
angle of vehicle arrival along with the position information of RSU, thus resulting
in effectively localizing the vehicles. The information provided by V2V and V2I
communication channels can help to make these automobiles more energy-efficient.
In this direction, the researchers in Zhang et al. (2017) have utilized the chaining
neural network (CNN) for velocity predictions based on the information rendered by
V2V and V2I frameworks, whereas the resulting velocity predictions play a major
role in the energy management of these vehicles.
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16.3.2 Research Directions on V2I Communications

1. Assimilating MIMO with V2I architecture is a crucial area to work. In particular,
dealing with the challenges that arise in MIMO systems like interference, beam-
forming, computational complexities can be considered as worth doing problems.

2. Channel estimation is another potential area as it is a cumbersome task to reduce
the overhead involved in channel tracking.

3. Higher accuracy in the localization of vehicles is the need of the hour, and there-
fore, effective localization methods can be devised.

4. Utilizing V2I frameworks in energy or fuel conserving scenarios can be a new
area of research.

16.4 Vehicle-to-Pedestrian (V2P) Communication

One of the most vulnerable beings is pedestrians in vehicle collision scenarios. Also, it
is reported that a fair percentage of accidents that lead to injuries and fatalities account
from vulnerable road users (VRUs) such as bicyclists and pedestrians. With the help
of data provided by various national traffic safety agencies, one can find that notably
affected beings are VRUs. This alarming surge in fatality results point of attraction
for researchers around the world. The dominant direction of driving research is
collision avoidance approaches. The idea is to stop vehicles before possible clashes
by providing collision warnings.

Conventional systems rely on noncooperative perception sensors such as IR sen-
sors, RADARs, and LASER scanners for getting the warning. However, these tech-
nologies suffered from the limitation of the line-of-sight. For instance, the pedestrian
who is obstructed by a nearby tree can suffer from a fatal accident. In recent years, the
idea of using wireless communication to exchange the collected data among vehicles
or between pedestrians and vehicles became popular. There are several benefits of
implementing a communication-based safety system in respect of promptness, and
the capability to act in the presence of obstacles. In 2003, the Federal Communica-
tion Commissions (FCC) established DSRC service due to which pedestrian’s road
safety got enhanced. With the sensor-based approach, wireless communication tech-
nology has been clubbed in recent years. Also, the concept of the vehicular ad hoc
network (VANETs) is quite popular nowadays, wherein the entities can exchange
data wirelessly without the requirement of the central hub or server. This technology
can be seen as an emerging advanced technology that offers desired outcomes. Using
a number of these vehicular ad hoc networks, many VRUs can connect or interact
with nearby vehicles. The combination of roadside sensors and VANETs can help in
averting the possible mishaps by giving warnings.

Nowadays, excessive use of smartphones during driving is acting as a major
distraction and contributing aspect in numerous vehicle accidents. There are many
reports which are suggesting that the use of cell phones has impaired driver attention.
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Fig. 16.3 Vehicle-to-pedestrian communications

Also, the pedestrians can be at grave risk when texting or talking on the cell while
crossing the road. Some researchers suggest the solution of this problem through cel-
lular technology. The concept can be perceived as the replacement of a conventional
handheld communication device by DSRC-enabled smartphones. WLAN and Wi-Fi
technology can be used to establish a communication link between the pedestrian
and incoming vehicles. In Fig. 16.3, pedestrian, and vehicle share information such
as speed, direction, and location, which in turn help avoid mishaps and to manage
the traffic. A pedestrian using smartphone or walking sticks or bicycles installed
with a wireless module can communicate with on-road vehicles, thus giving alert
indications to the drivers. Although the incorporation of existing technology to pro-
vide a new approach is commendable, there are certain limitations that one should
keep in mind. These impairments include varying transmission quality based on the
surrounding conditions, smartphones having short battery lives, the inability of posi-
tioning systems to pinpoint the exact location. It is important to note that most of the
experiments are done under some predefined conditions, which are quite different
from the real traffic scenario. Therefore, conducting on-field trials is one of the major
concerns before enabling such technologies in practical vehicular systems.

16.4.1 Recent Research on V2P Communications

In recent years, researchers have focused on modeling of accurate channel models
for V2P communication. In one of the research scenarios, the researchers have pro-
posed a wideband measurement-based stochastic channel modeling scheme along
with parameterization (Makhoul et al. 2019). It was comprised of the first path com-
ponent and the secondary multi-path component originated due to detection and
tracking. Further, it has been suggested that the culmination of path loss, large and
small-scale fading help in the modeling of these paths. Another group of researchers
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incorporated non-line-of-sight (LoS) scenarios by designing a 3D scenario model that
stimulates the diffraction at a row of parked automobiles (Rashdan et al. 2019). This
loss caused by diffraction has been analyzed and eventually modeled by combining
the two-ray path loss model, along with the multiple knife-edge diffraction model.
The fusion of perception and communication technology can be an effective step in
enhancing the safety of VRUs. This novel idea paved a new domain for research.
Integration of embedded sensors-based perception systems and V2P communication
can collectively provide better safety for VRUs. Using multi-hypothesis tracking,
researchers developed a probabilistic association between perception and V2P com-
munication information. The results showed that the benefits of both technologies
enhance the safety of VRU (Merdrignac et al. 2017). The above scenario motivates
to enhance the classification performance of the sensors involved and to improve the
accuracy of GPS positioning data sent by the communication system. Further, the
usage of the 2.5-D multi-layer laser scanner has been proposed as the best option for
the primary sensor in Kim et al. (2016). They also suggested new features for this
scanner that enhances the classification performance and employed support vector
machine to lessen the computational time involved. This method has shown a good
response in dealing with real-life situations.

On the same track of enhancing the perception systems, researchers have proposed
a density enhancement method for long-range pedestrian detection (Li et al. 2016).
The limitation of 3D LIDAR used here can show the sparse behavior of the object
point when the vehicle is away. By using a new evaluation metric and incorporating
the interpolation and finally using a resampling algorithm, a new point cloud is
generated. During the daytime, vision systems find no difficulties in detecting a
pedestrian. But the case is quite different in the night-time, as now the pedestrian
does not act as an apparent object. To deal with these problems, the researchers
have proposed a night-time part-based recognition scheme (Lee et al. 2015). In
this approach, the pedestrian is divided into parts with a camera and a near-infrared
lighting projector. Selecting useful parts is a significant aspect of this scheme. Spatial
relationships have been analyzed to choose these parts.

16.4.2 Research Directions on V2P Communications

1. Channel modeling for the V2P scenario is an active area of research to design a
reliable V2P communication framework.

2. Perception-based systems installed on vehicles can be improved, or novel systems
should be devised to enhance the safety of VRUs.

3. Algorithms that play a key role in perception systems for different operations like
segmentation, classification, and feature extraction can be made more robust to
make systems more capable of real-life scenarios.

4. Effective methods should be devised to deal with the different changing environ-
ments around pedestrians such as day-night, sparse or dense traffic scenarios.
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16.5 Self-driving Vehicles

Self-driving vehicle (SDV) can be taken as a promising example of the ITS that
is introduced to transform the roadways. After its deployment, the traffic jams and
number of accidents are expected to be reduced significantly. This technological
advancement will offer a great opportunity for the people who cannot drive vehi-
cle. The driverless vehicles could essentially change the way of thinking about the
transportation system. Indeed, the SDV technology has already made its appearance
on the roads of American streets. For instance, Uber has introduced self-driving
cabs in Pittsburgh and is planning to test self-driving trucks for long-range commer-
cial deliveries. On the other hand, Google’s prototype cars are also running on the
roads along with human supervisors for others’ safety. Other automakers like Tesla,
Toyota, and Subaru are also planning to include features such as guided steering
and automatic braking on new cars. Fully automated/autonomous or “self-driving”
vehicles are defined by the NHTSA of USA as those vehicles in which execution
of different operations transpires without the direct input of the handlers to control
the steering, acceleration, and braking. These vehicles are devised in such a manner
that the driver is not needed to observe the roadway while running in self-driving
mode continually. The NHTSA has further defined vehicle automation process into
five levels. In this list, the higher level shows that the vehicle is equipped with more
automation features. The NHTSA’s five levels of automation can be listed as follows:

1. No-automation (level zero): For this level, the driver is the complete and sole
controller of the primary vehicle controls such as brake, throttle, and steering at
all times.

2. Function-specific automation (level one): Automation involves one or more
specific control functions. For example, pre-charged brakes or electronic stability
control, where the vehicle automatically applies brakes to enable the driver to
recapture control of the vehicle.

3. Combined function automation (level two): This level enables automation of
at least two primary control functions. An example of combined functions of this
level system is lane centering in combination with adaptive cruise control.

4. Limited self-driving automation (level three): At this level of automation, driver
can give up full control of all safety-critical functions under specific traffic or
environmental conditions and rely heavily on the vehicle to monitor for changes.
However, the driver must be available with a sufficiently comfortable transition
time for occasional control. Google’s car of the second generation is an example
of the limited self-driving vehicle of this level.

5. Full self-driving automation (level four): Different from level three, all the mon-
itoring of roadway conditions and safety-critical driving functions are performed
by the vehicle for an entire trip. Herein, the role of the driver is to provide destina-
tion or navigation input only. Google’s car of the third generation is based on full
self-driving automation technology. Vehicles equipped with level four automation
technologies may be referred to as autonomous vehicles.
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From these five levels of automation, only up to level two is accessible to the public.
Albeit, the manufacturers are now developing, and testing vehicles of level four on
the public roads.

16.5.1 Challenges for SDV

Technical and scientific experts have listed the challenges and roadblocks that need
to resolve before the handover of SDV in the public domain.

16.5.1.1 Unexpected Encounters

While testing, it has been observed that SDV struggles to interpret unfamiliar situ-
ations, such as traffic police official gesticulate vehicles using a red light. For these
unexpected encounters, simple rule-based programming will not give practical solu-
tions since it is impossible to code for every possible situation in advance. In practice,
body language and other contextual signs benefit people to navigate these situations
profoundly, but it is a challenging task for a computer to interpret such situations on
the road. For tackling these encounters, automatic vehicles have to be able to learn
roadside conditions through artificial intelligence.

16.5.1.2 Sensing the Surroundings

To a cyber-system, a highway with fog or dust surroundings seems completely differ-
ent than on a bright day. To adjust with the current conditions, SDV has to sense road
and traffic characteristics in all possible situations regardless of lighting and weather
conditions. Recent tests in MIT show that SDV can perform efficiently in rainy
conditions but the performance in snow environment is still not as per expectation.
Moreover, all the embedded sensors need to be compact, reliable, and reasonably
priced and should be compatible with the local maps so that vehicle can take a smart
decision during the ride.

16.5.1.3 Human–Robot Interaction

Making human robot interaction with time efficiency is another challenging task for
SDV systems. Even with level four vehicles, most SDV will be semi-autonomous for
at least the coming future. But figuring out the responsibilities for vehicles and human
can make the vehicular system more prone to accidents. The key questions are how
does a vehicle inform a passenger who has been taking a nap or reading something
that to take control of a task, and how do the vehicles know that the passenger is
ready to take over?
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16.5.1.4 Cyber-Security

The recent demonstration by a group of hackers proved that even conventional vehi-
cles (level one or level two) are vulnerable and can be wirelessly accessed to occupy
controls of steering and braking via the onboard entertainment system that could
lead to an accident. After deployment, SDV are expected to get updates and maps
through the cloud, which can introduce even greater risk.

16.6 Vehicle-to-Network (V2N) Communications

In this form of communication, mobile vehicles are capable of making commu-
nications through centralized network for different V2X application services. For
instance, in Fig. 16.4, mobile relay node (roadside unit) establishes a communica-
tion link between mobile vehicle and vehicular base station using a cellular network.

16.6.1 Modeling of Node’s Mobility

A three node architecture is considered, consist of a vehicular base station (VBS), a
mobile vehicle (MV), and a roadside relay node (RN) as shown in Fig. 16.4. All the
vehicular nodes are equipped with single antenna systems and operate on half-duplex
mode. In this model, due to the relative velocity between the two vehicular nodes,
all the channel gains are to follow time-varying Rayleigh fading. These channel

Fig. 16.4 System model for two-way communications in V2N
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coefficients are mathematically modeled as the first-order Markovian process. The
channel coefficients between VBS to RN links and RN to MV link are denoted as
hB,R and h R,M , respectively. Further, it is assumed that all the nodes suffer from the
additive white Gaussian noises (AWGN), which are defined as n j ∼ CN(0, σ 2), for
j ∈ {B, R, M}. Unit-energy symbols sB and sM from VBS and MV are transmitted in
the first phase. Based on the definition of first-order Markovian process, the channel
gains for l ∈ {B, M} can be given as

hl,R = ρl R ĥl,R +
√

1 − ρ2
l R h̃l,R, (16.1)

where hl,R is the channel coefficient in the first phase. In particular, both hl,R and
ĥl,R are assumed to be jointly distributed as Gaussian random variable having a
correlation coefficient ρl R . Further, h̃l,R ∼ CN(0,�l R) denotes the error due to the
relative velocity between two communicating nodes. Mathematically, the correlation

coefficient ρl R is formulated according to Jakes’ model as ρl R = J0

(
2π fcvl Rτl R

c

)
.

Here, vl R denotes the relative velocity between two vehicular nodes and J0 is used
to denote zeroth-order Bessel function of first kind (Gradshteyn and Ryzhik 2007,
Eq. 8.411). Moreover, τl R denotes time lag between estimation of channel and actual
decoding of signals, whereas c represents the speed of light. Note that, when the the
communicating nodes are stationary, the corresponding correlation coefficient turns
out to be unity.

16.6.2 End-to-End Signal-to-Noise Ratio (SNR)

In this section, instantaneous end-to-end SNR expressions at VBS and MV are
obtained for two decode-and-forward (DF) relaying techniques, i.e., XOR-based
DF and superposition-based DF.

In the first phase, the received signals at RN can be expressed as

yR = √PBhB,RsB +√PM hM,RsM + nR, (16.2)

where PB and PM are the transmitted power at VBS and MV. Further, nR is AWGN
at RN. To provide relay cooperation, RN first decode the signals sB and sM from the
combined received signals. After that, it re-encodes the decoded signals by utilizing
any of the two following strategies.

16.6.2.1 XOR-Based DF Strategy

In this strategy, RN performs bit-wise XOR to get the re-encoded signal (sB ⊕ sM ). If
the bit sequence lengths of signals (sB and sM ) are different, zero padding technique
can be utilized to ensure the same length of shorter one (Gurjar and Upadhyay 2018).
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In the second phase, RN broadcasts the re-encoded signal. The received signal at the
VBS and MV can be given as

yxor
R,l = √PRh R,l(sB ⊕ sM) + nl , (16.3)

where nl for l ∈ {B, M} is AWGN at respective node and PR denotes the transmitted
power at RN. On adopting time-varying channel model as defined in (16.1) into
(16.3), yxor

R,l can be expressed as

yxor
R,l = ρRl

√
PRĥ R,l(sR ⊕ sM)︸ ︷︷ ︸
Desired signal

+
√

(1 − ρ2
Rl)PRh̃ R,l(sR ⊕ sM)

︸ ︷︷ ︸
Residual self-interference

+nl , (16.4)

Since both nodes (VBS and MV) know their corresponding transmitted signals, they
can cancel the partial self-interference. As a result, the residual self-interference is
considered to be additional noise. Hereby, the instantaneous SNR at the nodes in the
second phase can be expressed as

ϒxor
R,l = ρ2

RlηR|ĥ R,l |2
(1 − ρ2

Rl)ηR�Rl + 1
, (16.5)

where ηR = PR/σ 2.

16.6.2.2 Superposition-Based DF

In this strategy, RN applies superposition coding for re-encoding of the signals.
Likewise to XOR-DF, RN broadcasts the re-encoded signal in the second phase.
Hereby, the received signal at the MV and VBS in the second phase can be given as

ysup
R,l =

√
PR

2
h R,l(sB + sM) + nl . (16.6)

Considering the time-varying channel model as defined in (16.1) and incorporating
into (16.6), we can have the expression of instantaneous SNR at VBS and MV

ϒ
sup
R,l = ρ2

RlηR|ĥ R,l |2
(1 − ρ2

Rl)ηR�Rl + 2
. (16.7)

To investigate the systems performance in terms of outage probability and achievable
sum rate, we will utilize these SNR expression in the next section.
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16.6.3 Performance Analysis

In this section, the outage probability (OP) expressions are derived for signal trans-
mission through both links VBS to MV and MV to VBS under time-varying Rayleigh
fading. Further, the system throughput expression is also provided after considering
a delay limited transmission scenario.

16.6.3.1 Outage Probability

Outage event occurs if the RN fails to decode any of the signals (sB or sM ) in the
first phase or the corresponding link in the second phase fails to achieve a predefined
target rate.

16.6.3.2 OP for XOR-DF

For XOR-based DF, the OP can be defined as

Pxor
out, j = 1 − Pr[QR] Pr[Rxor

R, j > r j ], (16.8)

where j ∈ {B, M}, Pr[QR] defines the probability that RN successfully decodes both
(sB and sM ) in the first phase and r j denotes the target rate. Here, the instantaneous
achievable rates can be defined as

RXOR
R, j = 1

2
log2

(
1 + ϒXOR

R, j

)
. (16.9)

The factor 1/2 comes to show that the transmission is being completed in two trans-
mission phases.

Let YR � |ĥ j,R|2 and Z R � |ĥ j́,R|2 j, j́ ∈ {B, M} with j �= j́ are exponentially
distributed random variables with parameters � j R and � j́ R , respectively. Now, the
following conditions should satisfy for successful decoding of in the first phase

⎧
⎨
⎩

1
2 log2(1 + φ j,RYR) ≥ r j́
1
2 log2(1 + φ j́,R Z R) ≥ r j
1
2 log2(1 + φ j,RYR + φ j́,R Z R) ≥ r j́ + r j ,

(16.10)
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where φ j,R and φ j́,R are defined after (16.12). Thereafter, based on the conditions
given in (16.10), we can formulate Pr[QR] as

Pr[QR] =
∞∫

2
3r

j́ −1
φ j,R

fYR (yR)

∞∫

2
3r j −1
φ

j́,R

fZ R (zR)dzRdyR

−
AR∫

2
3r

j́ −1
φ j,R

fYR (yR)

BR− φ j,R
φ

j́,R
yR∫

2
3r j −1
φ

j́,R

fZ R (zR)dzRdyR, (16.11)

The expression of Pr[QR] can be derived by following the similar steps as in Gurjar
and Upadhyay (2017)

Pr[QR] =
{
PQ R for φ j,R� j R �= φ j́,R� j́ R,

P̆Q R for φ j,R� j R = φ j́,R� j́ R,
(16.12)

where

PQ R = e
−
(

2
3r j −1

φ
j́ ,R

�
j́ R

+ AR
� j R

)

− φ j́,R� j́ Re
−BR
�

j́ R

φ j,R� j R − φ j́,R� j́ R

×
(

e
AR

(
φ j,R � j R −φ

j́,R
�

j́ R
�

j́ R
� j R φ

j́,R

)

− e

(
φ j,R � j R −φ

j́,R
�

j́ R
�

j́ R
� j R φ

j́,R

)(
2

3r
j́ −1

φ j,R

))
, (16.13)

and

P̆Q R = e
−
(

2
3r j −1

φ
j́,R

�
j́ R

+ AR
� j R

)

+ e
− BR

�
j́ R

� j R

(
AR − 23r j́ − 1

φ j,R

)
. (16.14)

for j, j́ ∈ {B, M} with j �= j́ . Further AR = (23(r j́ +r j ) − 23r j )/φ j,R and BR =
(23(r j́ +r j ) − 1)/φ j́,R . Further, we define φ j,R = ηcρ

2
j R/(ηc(1 − ρ2

j R) + 1) and φ j́ ,R =
ηcρ

2
j́ R

/(ηc(1 − ρ2
j́ R

) + 1) with PB = PM = P and ηc = P/σ 2.

Further, Pxor
R, j � Pr[Rxor

R, j > r j ] can be formulated as

Pxor
R, j = 1 − Pr[ϒxor

R, j < γ j ]
= 1 − Fϒxor

R, j
(γ j ), (16.15)
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where γ j = 22 r j − 1. The CDF Fϒxor
R, j

(γ j ) can be expressed as

Fϒxor
R, j

(γ j ) = 1 − e

−(1+(1−ρ2
R j )ηR �R j)γ j

ρ2
R j ηR �R j . (16.16)

Hereafter, on invoking (16.12)–(16.16) in (16.8), one can get the desired OP for
XOR-based DF strategy.

16.6.3.3 OP for SUP-DF

The OP for SUP-DF can be defined as

PSUP
out, j = 1 − Pr[QR] Pr[RSUP

R, j > r j ] (16.17)

Here, the instantaneous achievable rates can be defined as

RSUP
R, j = 1

2
log2

(
1 + ϒSUP

R, j

)
. (16.18)

Further, PSUP
R, j � Pr[RSUP

R, j > r j ] can be formulated as

PSUP
R, j = 1 − Pr[ϒSUP

R, j < γ j ]
= 1 − FϒSUP

R, j
(γ j ), (16.19)

where γ j = 22 r j − 1. The CDF FϒSUP
R, j

(γ j ) can be expressed as

FϒSUP
R, j

(γ j ) = 1 − e

−2(1+(1−ρ2
R j )ηR �R j)γ j

ρ2
R j ηR �R j . (16.20)

On invoking (16.12)–(16.14) and (16.20) in (16.17), one can obtain the desired OP
for SUP-based DF strategy.

16.6.3.4 System Throughput

System throughput is another important performance metric for delay limited trans-
mission. It can be defined as the average target rate achieved successfully at the
communicating nodes. Hereby, system throughput can be formulated as

Rst = rB

2

(
1 − Pk

out,B

)+ rM

2

(
1 − Pk

out,M

)
, (16.21)

for k ∈ {XOR, SUP}.
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16.6.4 Numerical Results

For numerical investigation, we define ηc = ηR as the SNR and �B R = 1, �M R = 2.
We set fc = 0.8 GHz and the values of τ are assumed to be 1 ms. Figure 16.5 depicts
the outage probability versus SNR curves for different relative velocities between
communicating nodes. In this figure, the target rates are set as rB = rM = 1/4 bps/Hz.
One can clearly observe that when nodes are stationary, i.e., vB R = vM R = 0 kmph,
system shows the best outage performance among all the considered cases. When the
relative velocities increase from 0 to 20 kmph, the outage probability gets saturated
for higher values of SNR and diversity order reduces to zero. This is because of
residual self-interference by which the receiving node suffers at the time of decoding
the intended signal in the second phase. As we have considered two DF strategies in
this paper, the performance of these schemes needs to be analyzed. From Fig. 16.5, it
is evident that XOR-based DF outperforms the SUP-based DF. This is due to the fact
that the symbol power is divided in case of SUP-DF to half as compared to XOR-DF.
However, the receiver designing is complex for XOR-DF as compared to SUP-DF.

Figure 16.6 shows system throughput versus SNR curves for different target rates.
In this figure, the relative velocities between communicating nodes are set as 20 kmph.
From this figure, one can manifestly observe that system throughput is minimum at
0 dB and increases sharply for relatively higher values. After a certain value of SNR,
it gets saturated. For lower SNR values, the system throughput is dominated by the

Fig. 16.5 Outage probability versus SNR curves for different velocities
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Fig. 16.6 System throughput versus SNR curves for different target rates

outage probability of corresponding link, however, when the SNR value is sufficiently
higher to make outage probability negligible as compared to unity, the target rate
start playing an important role. This is the reason that after a certain SNR value, the
improvement in system throughput is negligible. Moreover, the maximum achievable
system throughput corresponds to the curve plotted for the rate 1/2 bps/Hz, which
is the highest among all.

16.7 Conclusion

Various modes of vehicular communications, V2V, V2I, V2P, and V2N, are dis-
cussed extensively. This chapter covered the recent state of art on various forms
of V2X communications and identified possible research directions. Moreover, a
typical V2N model is considered to analyze the system performance in terms of out-
age probability and system throughput by invoking nodes’ mobility under Rayleigh
fading environment. In this model, a relay node helps to realize communications
between VBS and MV by following two strategies that are XOR-DF and SUP-DF
for providing relay assistance. Among these two schemes, XOR-based DF outper-
formed SUP-based DF in terms of link reliability. Further, this chapter illustrated
that the nodes-mobility deteriorate the system performance significantly. Numerical
and simulation results confirm the accuracy of our mathematical findings.
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Chapter 17
Physical Layer Security in Cooperative
Vehicular Relay Networks

Anshul Pandey and Suneel Yadav

Abstract This chapter presents an integrated framework that draws on previous
research, evaluates, and exposes the performance of physical layer security (PHY-
security) to ensure secure communication in the cooperative vehicular relay net-
works. In particular, we consider a cooperative vehicular network scenario wherein
a moving source vehicle wants to share confidential information with a fixed des-
tination infrastructure terminal via a moving amplify-and-forward relay vehicle in
the presence of a moving passive eavesdropper vehicle. Consequently, we model
the vehicle-to-vehicle links by a N -Rayleigh fading channel, whereas the vehicle-
to-fixed link undergoes Rayleigh fading. Thereafter, under such realistic channel
modeling, we evaluate the system secrecy performance in terms of secrecy outage
probability, non-zero secrecy capacity, intercept probability, secrecy diversity order,
and ergodic secrecy capacity. We show that the eavesdropper has a detrimental effect
on the secrecy performance and it reduces the secrecy diversity order to zero. Finally,
numerical and simulation results are provided to corroborate our analytical findings.

Keywords Physical layer security · N -Rayleigh fading channels · Cooperative
vehicular networks

17.1 Introduction

The rapid development and proliferation of autonomous intelligent vehicles with
wireless communication capabilities resulted in the emergence of a plethora of novel
intelligent transportation systems (ITS) applications, such as collision warning, traffic
monitoring and management, and infotainment. (Hartenstein and Laberteaux 2008;
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Martinez et al. 2010; Yan and Rawat 2017). Thus, vehicular communication net-
works provide new venues for the accumulation and dissemination of the critical
real-time data concerned with the drivers, vehicle functioning, environment, etc.,
accessed with the help of various installed sensory units. The dissemination of the
information over such networks involves broadly four modes of communication,
namely, vehicle-to-user, vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I),
and vehicle-to-Internet. Due to the versatility, heterogeneous nature, and seamless
supporting applications, vehicular communication networks are envisioned to play a
crucial part in the fifth generation (5G) and beyond communication networks to pro-
vide ubiquitous connectivity, ultra-reliable, and low latency transmissions (Shah et al.
2018). For instance, several leading economies in the world are gearing up them-
selves for these future vehicular networks, and according to a recent news South
Korea has set up an entire city for the 5G autonomous vehicles (5gworldpro.com
2019). Moreover, cooperation via relaying terminals in such networks has emerged
as a viable answer to improve the efficiency, reliability, and coverage of high mobility
applications (Akin et al. 2015; Molisch et al. 2016). However, owing to the decentral-
ized and ad-hoc nature, cooperativeness, and the broadcast wireless medium, these
networks are exposed to several security threats (e.g., passive eavesdropping and
jamming) and attacks (Parkinson et al. 2017; Sakiz and Sen 2017). Customarily,
key-based cryptographic techniques are utilized at the upper layers to give informa-
tion security. However, such key-based arrangements may not be reliable because
of the presence of the eavesdroppers with infinite computing capabilities, lack of
the trusted center for secret key distribution and management, and low bandwidth
allocations in such networks (Zou et al. 2016). To this end, Physical layer security
(PHY-security) has emerged as an attractive option to provide information security
to secure wireless communication at the physical layer (ElHalawany et al. 2019;
Yang et al. 2015; Yener and Ulukus 2015). PHY-security uses the inherent charac-
teristics of the physical channel such as noise and interference to realize key-less
secure transmissions through various coding and signal design and processing tech-
niques. Moreover, PHY-security techniques operate independently of the existing
key-based security solutions and can easily be integrated into the prevailing security
infrastructure of the vehicular networks.

17.1.1 Literature Review

PHY-security approaches have gained significant interest in the research commu-
nity (Akhtar et al. 2014; Fan et al. 2014, 2016; Hoang et al. 2015; Kuhestani et al.
2018; Liu et al. 2015; Lv et al. 2017; Nguyen and Kim 2015; Niu et al. 2016; Sun
et al. 2015; Wang et al. 2016; Yang et al. 2017; Zhao et al. 2018; Zou et al. 2013)
owing to their associated advantages and their ability to operate independently with
the available security infrastructure. In particular, the reported literature in Liu et al.
(2015), Akhtar et al. (2014) has examined the security aspects in cooperative relay-
ing networks under PHY-security. Furthermore, the authors have demonstrated the
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benefits of exploiting multi-relay diversity in Zou et al. (2013), Nguyen and Kim
(2015), multi-user diversity in Niu et al. (2016), Hoang et al. (2015), and the com-
bined benefits of multi-user and multi-relay diversity in Fan et al. (2014), Fan et al.
(2016) for secure communications under the passive eavesdropping scenarios. Fur-
ther, the authors in Wang et al. (2016), Sun et al. (2015), Kuhestani et al. (2018)
have evaluated the secrecy performance of cooperative relaying networks for the
situation where the relaying terminal is untrusted. The authors in Lv et al. (2017)
have used some external jamming signal techniques to enhance the system secrecy
performance. Moreover, the authors in Yang et al. (2017) have exploited the advan-
tages of multi-relay diversity for secure communications in the presence of an active
eavesdropper. Further, PHY-security aspects have been extensively evaluated for the
multiple-input-multiple-output systems in Kuhestani et al. (2018), Zhao et al. (2018).
From the above discussion, we can infer that the field of wireless PHY-security has
become rather quiet mature and numerous work have been addressed in the litera-
ture to characterize the PHY-security performance of cooperative relaying networks.
However, all the above-mentioned works are suited for the situations where the com-
municating terminals are stationary, and hence the associated channels can be well
characterized by the classical fading distributions, such as Rayleigh, Nakagami-
m fading. Moreover, the vehicular communication networks are characterized by
both V2V (where both the transmitter and receiver terminals are moving) and V2I
(where either of the communicating terminal is in motion) links. Both theoretically
and experimentally, it has been established that the propagation environment for
the V2V channels undergoes multiple scattering phenomenon (Andersen 2002; Salo
et al. 2006). Such an effect of multiple scattering in the propagation environment can
be realized by the cascaded channel fading models.

The performance evaluation of cooperative vehicular relay networks (CVRNs)
considering cascaded fading models, such as double-Rayleigh, double-Nakagami-
m fading, have been extensively evaluated in the literature [see Seyfi et al. (2011),
Ilhan and Akin (2012), Alghorani et al. (2016), Nguyen and Kong (2016); Ilhan et al.
(2009) and the references therein]. However, none of the reported literature exploited
the benefits of PHY-security in such networks. Moreover, the literature exploiting
PHY-security in CVRNs is sparse. In particular, K th best relay selection strategy was
proposed in Zhang and Pan (2017) to improve the secrecy performance of the coop-
erative vehicular networks under decode-and-forward relays with double-Rayleigh
distributed V2V channels. Further, the authors in Pandey and Yadav (2018a, b) have
evaluated the security performance of the CVRNs with the V2V and V2I channels
modeled as Rayleigh and double-Rayleigh fading, respectively. Recently, the work
in Pandey and Yadav (2020) has analyzed and optimized the secrecy performance of
the CVRNs with the V2V and V2I channels modeled as double-Nakagami-m fad-
ing and Nakagami-m fading, respectively. The previous works although investigated
the PHY-security aspects in CVRNs under double-Rayleigh and double-Nakagami-
m fading channels. However, for the V2V links, the propagation environment is
dynamic and is not always necessary to undergo only two independent scattering.
Therefore, it is interesting to investigate the PHY-security aspects in CVRNs by
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modeling the V2V channels with a generalized cascaded fading environment, such
as N -Rayleigh fading.

Motivated by the above works, this chapter considers a CVRN wherein a mov-
ing source vehicle wishes to send the confidential messages to some fixed destina-
tion infrastructure terminal (e.g., base station/roadside access point) via a moving
amplify-and-forward relay vehicle. An eavesdropper vehicle exists in the network
and tries to overhear the legitimate transmissions, thereby causing privacy and secu-
rity threats. We model the V2V links by N -Rayleigh fading channel, whereas the
vehicle-to-fixed link undergoes Rayleigh fading. Such a scenario can find its rele-
vancy on the motor highways in the vehicular communication networks. Under such
a realistic channel modeling, we evaluate the system secrecy performance by eval-
uating various key PHY-security metrics, viz., secrecy outage probability, intercept
probability, and ergodic secrecy capacity. An asymptotic secrecy outage probability
expression in the high signal-to-noise ratio (SNR) regime is also derived to gain key
insights into the system achievable secrecy diversity order.

17.1.2 Organization of the Chapter

The aim of this chapter is to shed a light upon the achievable performance of PHY-
security in CVRNs. In particular, the remainder of the chapter is organized as follows.
Sect. 17.2 describes the system and channel models under consideration. Section 17.3
evaluates the system performance in terms of various secrecy metrics, viz., secrecy
outage probability, probability of non-zero secrecy capacity, intercept probability,
and the ergodic secrecy capacity. We also deduce the high SNR approximation for
the secrecy outage probability to gain more insights on the system secrecy perfor-
mance. In Sect. 17.4, we present and discuss the key results on the system secrecy
performance. Finally, we discuss the conclusions in Sect. 17.5.

17.2 System and Channel Models

We consider a system of terminals operating in a secure cooperative vehicular relay-
ing network as shown in Fig. 17.1, wherein a source vehicle S sends the confidential
messages to a fixed infrastructure unit D (say, base station/roadside access point) with
the help of a relay vehicle R. Owing to simplicity and ease in designing, we employ
amplify-and-forward relaying protocol at R. We assume an eavesdropper vehicle E to
exist in the close vicinity of R with a malicious intent to intercept the secret informa-
tion. All the communicating entities in the network are assumed to be embedded with
a single antenna and the communication over the channel occurs in the half-duplex
mode. The communication from S to D occurs in the two transmission phases. We
assume S → D link is absent because of the large distance between the terminals
and extreme shadowing environment. Moreover, S → E link is also assumed to be
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Fig. 17.1 System model of the secure CVRN under consideration

unavailable as E is outside the transmission range of first-hop transmission occurring
from S, and hence making the first-hop information secure. However, E is capable of
overhearing the relayed transmissions, and thus causes security concerns to emerge.
Furthermore, all the channels S → R, R → D, and R → E are assumed to be quasi-
static, reciprocal, and subject to independent and non-identical fading distribution
(i.ni.d.). Note that, we did not consider the effect of relative velocity between the two
terminals, and assumed the channel to be time invariant for one fading block. Such
an assumption is practically suited in rush hour traffic situations (Seyfi et al. 2011).

In particular, the channel between the two vehicular terminals S → R and R → E
is modeled as N -Rayleigh fading, where N represents the degree of cascading for the
V2V channels. On the contrary, the channel for R → D link undergoes the classical
Rayleigh fading. Moreover, the complex channel gains hıj for {ıj} ∈ {SR, RE} can
be modeled as the product of hıj,1, hıj,2, · · · , hıj,N , i.e., hıj = hıj,1hıj,2hıj,3 × · · · ×
hıj,N , where hıj,1 hıj,2, · · · , and hıj,N are independent complex Gaussian random
variables (RVs) with zero mean and variance �ıj,1, �ıj,2, …, �ıj,N , respectively,
whereas hRD is modeled as CN(0,�RD). We also assume additive white Gaussian
noise (AWGN) for each link which is modeled as CN(0, N0).

In particular, S requires two transmission phases to transmit the secret information
to D. In the first transmission phase, S uses a power PS to broadcasts the unit energy
information signal xS to R, and thus the signal received at R is given by

yR = √
PShSRxs + nR, (17.1)

where nR denotes the AWGN at the receiver R. The vehicle R then with a variable

gain A =
√

PR
PS |hSR|2+N0

, amplifies the received signal yR and further, broadcasts this

amplified signal to both D and E. The PR denotes the relay power. The signals arrived
at D and E from R are given, respectively, as
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yD = AhRDyR + nD, (17.2)

yE = AhREyR + nE, (17.3)

where nD and nE denote the AWGNs at the receivers D and E, respectively. With the
aid of (17.1)–(17.3), the received end-to-end instantaneous SNRs at the destination
and eavesdropper can be expressed, respectively, as

�D = �SR�RD

�SR + �RD + 1
, (17.4)

�E = �SR�RE

�SR + �RE + 1
, (17.5)

where �SR = PS
N0

|hSR|2, �RD = PR
N0

|hRD|2, and �RE = PR
N0

|hRE |2. Consequently, the
instantaneous capacities associated with the main and the eavesdropping channels
can be written as CD = 1

2 log2(1 + �D) and CE = 1
2 log2(1 + �E), respectively.

17.3 Performance Analysis

In this section, we evaluate the various key secrecy metrics, viz., secrecy outage prob-
ability, probability of non-zero secrecy capacity, intercept probability, and ergodic
secrecy capacity to evaluate the secrecy performance of the considered CVRNs. We
also present and derive the asymptotic secrecy outage expression to gain some useful
insights on the system secrecy performance.

17.3.1 Preliminaries

It should be noted that the channel coefficients hıj for {ıj} ∈ {SR, RE} for the V2V
links S → R and R → E are assumed to experience the N -Rayleigh fading, therefore
the cumulative distribution function (CDF) and the probability distribution function
(PDF) for the channel gain |hıj |2 can be expressed as

F|hıj |2(y) = GN ,1
1,N+1

(
y

�ıj

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
, y > 0, (17.6)

f|hıj |2(y) = 1

y
GN ,0

0,N

(
y

�ıj

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
, y > 0, (17.7)
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where �ıj =
∏N

κ=1
�ıj,κ , and Gm,n

p,q

(
x
∣∣a1,...,ap

b1,...,bq

)
is the Meijer-G function (Gradshteyn

and Ryzhik 2000, Eq. (9.301)). In addition, the channel coefficient hRD for R → D
link undergoes Rayleigh fading, therefore the channel gain |hRD|2 is exponentially
distributed, whose CDF and PDF can be represented, respectively, as

F|hRD|2(y) = 1 − e− y
�RD , y > 0. (17.8)

f|hRD|2(y) = 1

�RD
e− y

�RD , y > 0. (17.9)

Now, the above-mentioned CDFs and PDFs will be used to evaluate the security
performance of the considered secure CVRN in the sequel.

17.3.2 Secrecy Outage Probability (SOP)

The SOP provides information regarding the legitimate transmissions compromised
for security in the probabilistic sense by quantizing the secrecy outage event. In
other words, it tells us what is the probability that the instantaneous secrecy capacity
does not satisfy the desired secrecy threshold Rs (in bps/Hz) and falls below it.
Consequently, it can be mathematically expressed as

Psec
out = Pr

{
[CD − CE]+ < Rs

}
, (17.10)

where [x]+ represents max(0, x). Furthermore, from (17.10) we can observe that for
the case whenCD ≤ CE , the system security is compromised i.e.,Psec

out = 1. Therefore,
we resort our SOP analysis for the case when CD > CE , and consequently (17.10)
can be written as

Psec
out = Pr

{
CD − CE < Rs

}

= Pr

[
1

2
log2(1 + �D) − 1

2
log2(1 + �E) < Rs

]

= Pr

[
1 + �D

1 + �E
< η

]
, (17.11)

where η = 22Rs . Further, to make the analysis tractable, we use the well-known fact
that the harmonic mean of two positive numbers can be upper bounded by the mini-
mum of those two numbers (Fan et al. 2014; Pandey and Yadav 2018a). Therefore,
we can obtain an upper bound (UB) for both �D and �E as �

UB
D < min(�SR,�RD)

and �
UB
E < min(�SR,�RE), respectively. Consequently, a lower bound (LB) on SOP

can be given by
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Psec,LB
out (η) = Pr

[
1 + �̃D

1 + �̃E
< η

]
, (17.12)

where �̃D = min(�SR,�RD) and �̃E = min(�SR,�RE). Moreover, we can express
(17.12) into its corresponding integral representation as

Psec,LB
out (η) =

∞∫

0

F�̃D
(η − 1 + ηx)f�̃E

(x)dx. (17.13)

Before proceeding further, we note that the integral in (17.13) can be evaluated only
when we have the knowledge of the CDF and the PDF of �̃D and �̃E , respectively.
Therefore, we firstly evaluate the CDF of �̃D and the PDF of �̃E as per the proposition
given below.

Proposition 1 The CDF of �̃D and the PDF of �̃D can be expressed, respectively,
as

F�̃D
(x) = 1 − e− x

λRD + e− x
λRD GN ,1

1,N+1

(
x

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
, (17.14)

f�̃E
(x) = 1

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
+ 1

x
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)

− 1

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)

− 1

x
GN ,1

1,N+1

(
x

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
, (17.15)

where λSR = PS�SR
N0

, λRD = PR�RD
N0

, and λRE = PR�RE
N0

.

Proof The CDF of �̃D can be represented as F�̃D
(x) = Pr[min(�SR,�RD) < x] =

F�SR(x) + F�RD(x) − F�SR(x)F�RD(x). Further, by invoking the CDFs of �SR and
�RD, and after simplifying, we can obtain the CDF of �̃D as shown in (17.14).
Likewise, F�̃E

(x) can be expressed as

F�̃E
(x) = F�SR(x) + F�RE (x) − F�SR(x)F�RE (x). (17.16)

Thenafter, we differentiate (17.16) with respect to x to get the PDF of �̃E as
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f�̃E
(x) = f�SR(x) + f�RE (x) − f�SR(x)F�RE (x)

− F�SR(x)f�RE (x). (17.17)

Now, invoking the required CDFs and PDFs into (17.17), the obtained PDF of �̃E is
shown in (17.15).

Furthermore, inserting the CDF of �̃D from (17.14) and the PDF of �̃E from
(17.15) into (17.13), and by carried out the required integrals, the closed-form SOP
expression can be obtained in accordance with the below theorem.

Theorem 1 The closed-form expression for SOP can be expressed as

Psec,LB
out (η) = I1 − I2(η) + I3(η), (17.18)

where

I1 = 2 − GN ,N+1
N+1,N+1

(
λSR

λRE

∣∣∣∣

1,0, . . . , 0︸ ︷︷ ︸
N

1, . . . , 1︸ ︷︷ ︸
N

,0

)
− GN ,N+1

N+1,N+1

(
λRE

λSR

∣∣∣∣

1,0, . . . , 0︸ ︷︷ ︸
N

1, . . . , 1︸ ︷︷ ︸
N

,0

)
, (17.19)

I2(η) = e− η−1
λRD

[
GN ,1

1,N

(
λRD

ηλSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

)
+ GN ,1

1,N

(
λRD

ηλRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

)

− G1,N :1,0:N ,0
N+1,1:0,1:0,N

(0, . . . , 0︸ ︷︷ ︸
N

,1

0

∣∣∣∣

−

0

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

∣∣∣∣
ηλRE

λRD
,
λRE

λSR

)

− G1,N :1,0:N ,0
N+1,1:0,1:0,N

(0, . . . , 0︸ ︷︷ ︸
N

,1

0

∣∣∣∣

−

0

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

∣∣∣∣
ηλSR

λRD
,

λSR

λRE

)]
, (17.20)

I3(η) = e− η−1
λRD

L∑

i=1

wi

(
1

xi

)
e−(

η

λRD
−1)xiGN ,1

1,N+1

(
ηxi + η − 1

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)

×
[
GN ,0

0,N

( xi

λSR

∣∣∣
−

1, . . . , 1︸ ︷︷ ︸
N

)(
1 − GN ,1

1,N+1

( xi

λRE

∣∣∣
1

1, . . . , 1︸ ︷︷ ︸
N

,0

))

+ GN ,0
0,N

( xi

λRE

∣∣∣
−

1, . . . , 1︸ ︷︷ ︸
N

)(
1 − GN ,1

1,N+1

( xi

λSR

∣∣∣
1

1, . . . , 1︸ ︷︷ ︸
N

,0

))]
, (17.21)
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where Gm1,n1 : n2,m2 : n3,m3
p1,q1 : p2,q2 : p3,q3

(
x, y

∣∣a1,··· ,ap1

b1,··· ,bq1

∣∣c1,··· ,cp2

d1,··· ,dq2

∣∣e1,··· ,ep3

f1,··· ,fq3

)
is the extended generalized

bivariate Meijer-G function (EGBMGF) (The Wolfram Functions Site 2020,
Eq. (07.34.21.0081.01)), and LL(x) denotes the Laguerre polynomial with wi =

xi
(L+1)2[LL+1(xi)]2 and xi as the weight factor and i-th root of Laguerre polynomial
(Abromowitz and Stegun 1970). The EGBMGF can be implemented using MATHE-
MATICA software which can be evaluated as given in Ansari et al. (2011).

Proof To evaluate the SOP in (17.18), we first invoke F�̃D
(x) of (17.14) and f�̃D

(x)
of (17.15) into (17.13), and consequently, we can express I1, I2(η), and I3(η),
respectively, as

I1 =
∞∫

0

1

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
dx

︸ ︷︷ ︸
�I11

+
∞∫

0

1

x
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
dx

︸ ︷︷ ︸
�I12

−
∞∫

0

1

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx

︸ ︷︷ ︸
�I13

−
∞∫

0

1

x
GN ,1

1,N+1

(
x

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
dx

︸ ︷︷ ︸
�I14

, (17.22)

I2(η) =
∞∫

0

1

x
e− η−1+ηx

λRD GN ,0
0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
dx

︸ ︷︷ ︸
�I21(η)

+
∞∫

0

1

x
e− η−1+ηx

λRD GN ,0
0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
dx

︸ ︷︷ ︸
�I22(η)

−
∞∫

0

1

x
e− η−1+ηx

λRD GN ,0
0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx

︸ ︷︷ ︸
�I23(η)
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−
∞∫

0

1

x
e− η−1+ηx

λRD GN ,1
1,N+1

(
x

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
dx

︸ ︷︷ ︸
�I24(η)

, (17.23)

and I3(η) = I31(η) + I32(η) − I33(η) − I34(η), (17.24)

where

I31(η) =
∞∫

0

e− η−1+ηx
λRD

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
η − 1 + ηx

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx,

I32(η) =
∞∫

0

e− η−1+ηx
λRD

x
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
η − 1 + ηx

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx,

I33(η) =
∞∫

0

e− η−1+ηx
λRD

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, ..., 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, ..., 1︸ ︷︷ ︸
N

,0

)

× GN ,1
1,N+1

(
η − 1 + ηx

λSR

∣∣∣∣

1

1, ..., 1︸ ︷︷ ︸
N

,0

)
dx,

I34(η) =
∞∫

0

e− η−1+ηx
λRD

x
GN ,1

1,N+1

(
x

λSR

∣∣∣∣

1

1, ..., 1︸ ︷︷ ︸
N

,0

)
GN ,0

0,N

(
x

λRE

∣∣∣∣

−

1, ..., 1︸ ︷︷ ︸
N

)

× GN ,1
1,N+1

(
η − 1 + ηx

λSR

∣∣∣∣

1

1, ..., 1︸ ︷︷ ︸
N

,0

)
dx.

The integrals I11 and I12 can be evaluated by using the fact (Gradshteyn and Ryzhik
2000, Eq. (7.811.4)) as I11 = I12 = 1. Moreover, with the aid of the identity (The
Wolfram Functions Site 2020, Eq. (07.34.21.0081.01)) and further carrying out some
simplifications, the integrals I13 and I14 can be obtained. Consequently, using the
results of the integrals I11,I12,I13, and I14, we can obtain the integral term I1 as
shown in (17.19).
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To evaluateI2(η), we need to simplifyI21(η),I22(η),I23(η), andI24(η).I21(η)

can be simplified by applying the fact (Gradshteyn and Ryzhik 2000, Eq. (7.813.1))
as

I21(η) = e− η−1
λRD GN ,1

1,N

(
λRD

ηλSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

)
. (17.25)

Likewise, I22(η) can be expressed as

I22(η) = e− η−1
λRD GN ,1

1,N

(
λRD

ηλRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

)
. (17.26)

Further, to obtain I23(η), we first apply the fact e−x = G1,0
0,1

(
x
∣∣∣

0

0

)
(Prudnikov et al.

1990, Eq. (8.4.3.1)), and hence I23(η) can be expressed as

I23(η) = e− η−1
λRD

∞∫

0

1

x
GN ,0

0,N

(
x

λSR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
G1,0

0,1

( ηx

λRD

∣∣∣
0

0

)

× GN ,1
1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx, (17.27)

which can be solved by using the identity (The Wolfram Functions Site 2020,
Eq. (07.34.21.0081.01)) as

I23(η) = e− η−1
λRD G1,N :1,0:N ,0

N+1,1:0,1:0,N

(0, . . . , 0︸ ︷︷ ︸
N

,1

0

∣∣∣∣

−

0

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

∣∣∣∣
ηλRE

λRD
,
λRE

λSR

)
. (17.28)

Similarly, adopting the same approach as used to obtain (17.28), I24(η) can be
evaluated and expressed as

I24(η) = e− η−1
λRD G1,N :1,0:N ,0

N+1,1:0,1:0,N

(0, . . . , 0︸ ︷︷ ︸
N

,1

0

∣∣∣∣

−

0

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

∣∣∣∣
ηλSR

λRD
,

λSR

λRE

)
. (17.29)

Now, with the help of (17.25), (17.26), (17.28), and (17.29), we can obtain I2(η)

as depicted in (17.20).
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Moreover, it can be seen that the integral terms I31(η) and I32(η) involved in
I3(η) contain the product of an exponential function, algebraic term, a Meijer-G
function, and a Meijer-G function with shifted arguments. The exact closed-form
solution for such an integral is tedious and intractable. Therefore, to make the eval-
uation of the corresponding integrals tractable, we first divide and multiply I31(η)

and I32(η) by ex and then use the Gauss-Laguerre quadrature numerical integration
method to obtain the solution for both I31(η) and I32(η).

Furthermore, the integrals I33(η) and I34(η) involve the product of an exponen-
tial function, algebraic term, two Meijer-G functions, and a Meijer-G function with
shifted arguments. Again to the best of author’s knowledge, the solution for such
an integral is tedious and intractable. Therefore, we again use the Gauss-Laguerre
quadrature numerical integration method to obtain the solution for both I33(η) and
I34(η). Using the solutions obtained for the integrals I31(η),I32(η),I33(η), and
I34(η), we can express I3(η) as shown in (17.21).

Moreover, invoking the results obtained in (17.19)–(17.21) into (17.18), a lower
bound on the SOP can be expressed as shown in (17.18).

17.3.3 Asymptotic SOP

It is difficult to obtain important insights from the SOP expression presented in
(17.18). Therefore, to gain the valuable insights on the impact of the system/channel
parameters on the system secrecy diversity order, we present an asymptotic SOP
analysis in the high SNR regime. Let PS = PR = P and define ρ = P

N0
as the SNR.

Consequently, we have λSR = ρ�SR, λRD = ρ�RD, and λRE = ρ�RE . Moreover, we

can write �̃D = ρ	D and �̃E = ρ	E , where 	D � min
(
|hSR|2, |hRD|2

)
and 	E �

min
(
|hSR|2, |hRE |2

)
. Therefore, the asymptotic SOP in the high SNR regime (ρ →

∞) can be given by

P̃sec
out(η) = Pr

[
1 + 	D

1 + 	E
< η

]
≈ Pr

[
	D

	E
< η

]

=
∞∫

0

F	D(ηx)f	E (x)dx. (17.30)

Moreover, to carry out the integral in (17.30), we need to know the expressions of
the CDF of 	D and the PDF of 	E . With the aid of Proposition 1, we can re-write
the CDF and the PDF of 	D and 	E , respectively, as

F	D(x) = 1 − e− x
�RD + e− x

�RD GN ,1
1,N+1

(
x

�SR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
. (17.31)
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f	E (x) = 1

x
GN ,0

0,N

(
x

�SR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
+ 1

x
GN ,0

0,N

(
x

�RE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)

− 1

x
GN ,0

0,N

(
x

�SR

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
GN ,1

1,N+1

(
x

�RE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)

− 1

x
GN ,1

1,N+1

(
x

�SR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
GN ,0

0,N

(
x

�RE

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

)
. (17.32)

Now, invoking the CDF of 	D from (17.31) and the PDF of 	E from (17.32) into
(17.30), and thereafter by carrying out the required integrals with the help of the
identities (Gradshteyn and Ryzhik 2000, Eq. (7.811.4)), (The Wolfram Functions
Site 2020, Eq. (07.34.21.0081.01)), (Gradshteyn and Ryzhik 2000, Eq. (1.211.1)),
and Guass-Laguerre quadrature integration method, we obtain

P̃sec
out(η) = 2 − GN ,N+1

N+1,N+1

(
�SR

�RE

∣∣∣∣

1,0, . . . , 0︸ ︷︷ ︸
N

1, . . . , 1︸ ︷︷ ︸
N

,0

)
− GN ,N+1

N+1,N+1

(
�RE

�SR

∣∣∣∣

1,0, . . . , 0︸ ︷︷ ︸
N

1, . . . , 1︸ ︷︷ ︸
N

,0

)

− e− η−1
�RD

[
GN ,1

1,N

(
�RD

η�SR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

)
+ GN ,1

1,N

(
�RD

η�RE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

)

− G1,N :1,0:N ,0
N+1,1:0,1:0,N
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N

,1

0

∣∣∣∣

−

0

∣∣∣∣

−

1, . . . , 1︸ ︷︷ ︸
N

∣∣∣∣
η�RE

�RD
,
�RE

�SR

)

− G1,N :1,0:N ,0
N+1,1:0,1:0,N

(0, . . . , 0︸ ︷︷ ︸
N

,1

0

∣∣∣∣

−

0

∣∣∣∣

−
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(
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(
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×
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1, . . . , 1︸ ︷︷ ︸
N

,0

))
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. (17.33)
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From (17.33), it can be observed that the high SNR approximation for the SOP is
independent of the transmit SNR (ρ). Thus, there exists a ceiling for the asymptotic
SOP in the high SNR regime, and thus the secrecy diversity order of the system
becomes zero. This is because of the reason that the SNR of the wiretap link is also
improved simultaneously along with the SNR of legitimated link.

17.3.4 Probability of Non-zero Secrecy Capacity

The probability of non-zero secrecy capacity is a key metric used to quantify the
secure transmission as long as the main channel is better than the eavesdropper
channel of cooperative relaying networks. We can represent the probability of non-
zero secrecy capacity mathematically as

PSEC
NZ = Pr{CD > CE}

= Pr

[
1

2
log2(1 + �D) >

1

2
log2(1 + �E)

]

= Pr

[
�SR�RD

�SR + �RD + 1
>

�SR�RE

�SR + �RE + 1

]
. (17.34)

Moreover, using the widely used approximation XY
X +Y+1 � XY

X +Y (Pandey and Yadav
2018a, b), and after some manipulations, the expression in (17.34) can be given as

PSEC
NZ = Pr [�RE < �RD] . (17.35)

Now, expressing (17.35) into its equivalent integral form and then after inserting the
CDF of �RE and the PDF of �RD, we obtain

PSEC
NZ = 1

λRD

∞∫

0

e− x
λRD GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx. (17.36)

Furthermore, the integral in (17.36) can be simplified with the aid of the identity
(Gradshteyn and Ryzhik 2000, Eq. (7.813.1)), and hence the closed-form expression
for the probability of non-zero secrecy capacity can be expressed as

PSEC
NZ = GN ,2

2,N+1

(
λRD

λRE

∣∣∣∣

0,1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
. (17.37)
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17.3.5 Intercept Probability

When the legitimated link capacity falls below the wiretap link capacity, the eaves-
dropper can intercept the source signal and an intercept event occurs. Therefore,
the probability associated with the intercept event is called as intercept probability,
which is mathematically represented as

Pint = Pr[CD − CE < 0]
= 1 − Pr[�E < �D]. (17.38)

Moreover, applying the widely used and tight approximation XY
X +Y+1 � XY

X +Y (Pandey
and Yadav 2018a, b), and after some simplifications, the expression in (17.38) can
be represented as

Pint = 1 − 1

λRD

∞∫

0

e− x
λRD GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx. (17.39)

Consequently, after solving the integral in (17.39) with the help of the fact (Grad-
shteyn and Ryzhik 2000, Eq. (7.813.1)), we can obtain the expression for the intercept
probability as

PSEC
NZ = 1 − GN ,2

2,N+1

(
λRD

λRE

∣∣∣∣

0,1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
. (17.40)

17.3.6 Ergodic Secrecy Capacity (ESC)

The instantaneous secrecy capacity of the considered cooperative vehicular relay
networks can be given by

Cs = CD − CE

= 1

2
log2(1 + �̃D) − 1

2
log2(1 + �̃E). (17.41)

The ESC gives the information about the rate below which any average secure com-
munication (i.e., the maximum secrecy rate at which the message can be transmitted
by source node and recovered reliably at legitimated destination, while keeping it
useless and unrecoverable at malicious terminal) is feasible. In particular, the ESC
can be obtained by averaging the instantaneous secrecy capacity expression over the
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distributions of the end-to-end SNRs �̃D and �̃E . Consequently, the ESC can be
mathematically represented as (Ai et al. 2018)

Cs = 1

2 ln(2)

∞∫

0

F�̃E(x)

1 + x
[1 − F�̃D(x)]dx. (17.42)

Now, invoking the CDF of �̃D into (17.42) and after some simplifications, we have

Cs = 1

2 ln(2)

∞∫

0

F�̃E(x)

1 + x
e− x

λRD dx

︸ ︷︷ ︸
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− 1
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e− x
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∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
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)
dx

︸ ︷︷ ︸
�C2

= 1

2 ln(2)
[C1 − C2]. (17.43)

Thereafter, from (17.43) we observe that to obtain the solution for Cs, we need to
evaluate the integrals involved with both C1 and C2. To this end, we first expand the
integrals involved in C1 and express it as

C1 =
∞∫

0

1

1 + x
e− x

λRD GN ,1
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(
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�C13

(17.44)
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To evaluate the integrals C11 and C12 in (17.44), we first apply the facts 1
(1+x)μ =

1

(μ)
G1,1

1,1

(
x
∣∣∣

1−μ

0

)
(Prudnikov et al. 1990, Eq. (8.4.2.5)), e−x = G1,0

0,1

(
x
∣∣∣

0

0

)
(Prud-

nikov et al. 1990, Eq. (8.4.3.1)), and thereafter solving the resulting integrals with
the aid of the identity (The Wolfram Functions Site 2020, Eq. (07.34.21.0081.01))
to obtain

C11 = λSRG1,N :1,0:1,1
N+1,1:0,1:1,1
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)
. (17.45)

C12 = λREG1,N :1,0:1,1
N+1,1:0,1:1,1
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)
. (17.46)

Furthermore, to solve the integral C13 in (17.44), we first use the facts 1
1+x =

G1,1
1,1

(
x
∣∣∣

0

0

)
(Prudnikov et al. 1990, Eq. (8.4.2.5)) and e−ax = ∑∞

j=0
(−ax)j

j! (Gradshteyn

and Ryzhik 2000, Eq. (1.211.1)), and then with the help of the identity (The Wolfram
Functions Site 2020, Eq. (07.34.21.0081.01)), and therefore C13 in (17.44) can be
given as

C13 =
∞∑
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(17.47)

Consequently, invoking (17.45)–(17.47) into (17.44), we can express C1 as
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(17.48)
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Moreover, we can now express the integrals involved with C2 as

C2 = C21 + C22 − C23, (17.49)

where
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C23 =
∞∫

0

e− x
λRD

1 + x
GN ,1

1,N+1

(
x

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
GN ,1

1,N+1

(
x

λRE

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)

× GN ,1
1,N+1

(
x

λSR

∣∣∣∣

1

1, . . . , 1︸ ︷︷ ︸
N

,0

)
dx. (17.52)

To the solve the integrals C21 and C22, we first use the facts that 1
1+x = G1,1

1,1

(
x
∣∣∣

0

0

)

(Prudnikov et al. 1990, Eq. (8.4.2.5)) and e−ax = ∑∞
j=0

(−ax)j

j! (Gradshteyn and Ryzhik
2000, Eq. (1.211.1)), and thereafter using the identity (The Wolfram Functions Site
2020, Eq. (07.34.21.0081.01)), we can obtain both the integrals C21 and C22. Further,
we observe that the integral in C23 involves the product of three Meijer-G functions, an
exponential term, and an algebraic term. However, to the best of author’s knowledge,
the exact closed-form solution for such an integral does not exist. Therefore, to
make the analysis tractable, we first divide and multiply it with an exponential term
ex, and then use the Gauss-Laguerre quadrature integration method to obtain C23.
Consequently, the results obtained for C21, C22, and C23 into (17.49), we can express
C2 as
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. (17.53)

Invoking C1 from (17.48) and C2 from (17.53) into (17.43), we can easily obtain the
expression for the ESC.

17.4 Numerical Results and Discussions

In this section, we present numerical results (via MATHEMATICA) and simula-
tion results (on MATLAB with simulations averaged over 106 independent trials)
to corroborate our analytical findings. To perform the numerical investigations, we
consider λSR = λRD = λ and L = 50, otherwise unless specified.

Figure 17.2 illustrates the SOP performance for different values of cascading
degree parameter N , when Rs = 0.5 bps/Hz and λ = λRE . It can be concluded from
the plots in Fig. 17.2 that the results obtained from the derived analytical expressions
are in agreement with the simulation results. It can also be seen that the asymptotic
results immaculate well with the exact results in medium-to-high SNR regime. Fur-
thermore, the SOP plots exhibit a secrecy floor in the higher SNR regime irrespective
of N , which validates the conclusion drawn in the Sect. 17.3.3 that the system secrecy
diversity order reduces to zero. Moreover, it can also be observed that the system
secrecy performance improves as N increases.

Figure 17.3 illustrates the effect of λRE and Rs on the SOP performance when
N = 3. It can be concluded from the plots that the derived analytical results for the
SOP immaculate well with the simulation results, thus confirming the accuracy of the
deduced results. Also, from the plots it can be seen that the system SOP performance
gets better with λ. This is due to the reason that the legitimated channel capacity
improves as λ increases. Moreover, we also observe that the SOP decreases as λRE

decreases which highlights the fact that as λRE decreases, the eavesdropper channel
condition deteriorates. Furthermore, the SOP performance improves as the secrecy
rate threshold Rs decreases. This is because of the reason that a much higher power
is needed to satisfy a higher Rs.

Figure 17.4 depicts the probability of non-zero secrecy capacity performance
versus λ for various values of λRE and the cascading parameter N . From the plots, it
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Fig. 17.2 Secrecy outage probability for various values of N
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Fig. 17.3 Secrecy outage probability versus λ for different λRE and Rs
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Fig. 17.4 Probability of non-zero secrecy capacity versus λ

can be seen that the derived analytical results immaculate well with the simulation
results. Moreover, it is also seen that the probability of non-zero secrecy capacity
increases, as λ increases. This is due to the improvement in legitimated channel
capacity with the increase in λ. Furthermore, we can observe that with the increase
in the degree of cascading parameter N , the secrecy performance improves. Also,
it can be seen that the probability of non-zero secrecy capacity is enhanced with
the decrease in λRE . This is because a decrement in λRE brings a degradation in the
eavesdropper channel quality.

Figure 17.5 shows the impact of cascading parameter N and λRE on the intercept
probability. From the plots, we can observe that the numerical results deduced from
the derived analytical expression of the intercept probability are in an excellent match
to the simulation results. This shows that our derived analytical expression is accurate.
We can see that the intercept probability decreases with the increase in λ. Moreover,
the intercept probability also decreases with the decrement in the value of λRE . This is
because, the increase in λ and the decrease in λRE leads to better-legitimated channel
quality and a poor wiretap channel quality, respectively. Furthermore, the systems
secrecy performance improves (intercept probability decreases) as N increases.

Figure 17.6 shows the ESC behavior with respect to λ for different values of λRE ,
when N = 3. The ESC analytical curves are obtained by truncating the infinite series
expansion over index k to first few terms (k = 9) beyond which there is no change
in the first five decimal places of the results. Hence, the derived analytical results
of ESC in (17.43) immaculate well with the simulation results for the entire SNR
regime which confirms the accuracy of the deduced ESC expression. Furthermore, it
can also be seen that the ESC performance enhances with the increase in λ. This is is
because a higher value of λ improves the legitimated channel quality. Moreover, it is
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also illustrated that as λRE decreases, the ESC performance shows an improvement.
This is due to the reason that a degradation in λRE worsens the eavesdropper channel
capacity, and thereby diminishing its ability to eavesdrop the secret transmissions.

17.5 Conclusions

In this chapter, we examined the secrecy performance of cooperative vehicular relay-
ing networks, wherein a source vehicle wishes to send the confidential messages to a
fixed destination with the aid of an amplify-and-forward relay vehicle in the presence
of an eavesdropper vehicle. We model the V2V links by N -Rayleigh fading and the
V2I links as Rayleigh fading. Under such a scenario, we evaluated the system secrecy
performance in terms of key metrics, such as, SOP, intercept probability, probabil-
ity of non-zero secrecy capacity, and ESC. We also analyzed the system secrecy
diversity order by performing asymptotic SOP analysis in the high SNR regime. The
asymptotic results revealed that the eavesdropper has negative impact on the SOP
performance, and the system secrecy diversity order reduces to zero. Finally, we
corroborated our analytical studies through numerical and simulation results.

Acknowledgements This research work done in this chapter was supported by the Science
& Engineering Research Board (a statutory body of the DST, Govt. of India), under Project
ECR/2017/000104.

References

5gworldpro.com [Online] (2019) https://www.5gworldpro.com/5g-news/145-south-korea-
created-an-entire-city-for-5gautonomous-vehicles.html

Abromowitz M, Stegun IA (1970) Handbook of mathematical functions with formulas, graphs, and
mathematical tables. Dover, New York, NY, USA

Ai Y, Cheffena M, Mathur A, Lei H (2018) On physical layer security of double Rayleigh fading
channels for vehicular communications. IEEE Wirel Commun Lett 7(6):1038–1041

Akhtar AM, Behnad A, Wang X (2014) On the secrecy rate achievability in dual-hop amplify-and-
forward relay networks. IEEE Wirel Commun Lett 3(5):493–496

Akin AI, Ilhan H, Ozdemir O (2015) Relay selection for DF-based cooperative vehicular systems.
EURASIP J Wirel Commun Netw 30:1–9

Alghorani Y, Kaddoum G, Muhaidat S, Pierre S, Al-Dhahir N (2016) On the performance of
multihop-intervehicular communications systems over n* Rayleigh fading channels. IEEE Wirel
Commun Lett 5(2):116–119

Andersen JB (2002) Statistical distributions in mobile communications using multiple scattering.
In: Proceedings of 27th URSI general assembly, pp 0090–6778

Ansari IS, Al-Ahmadi S, Yilmaz F, Alouini MS, Yanikomeroglu H (2011) A new formula for the
BER of binary modulations with dual-branch selection over generalized-K composite fading
channels. IEEE Trans Commun 59(10):2654–2658

ElHalawany BM, El-Banna AAA, Wu K (2019) Physical-layer security and privacy for vehicle-to-
everything. IEEE Communi Mag 57(10):84–90

https://www.5gworldpro.com/5g-news/145-south-korea-created-an-entire-city-for-5gautonomous-vehicles.html
https://www.5gworldpro.com/5g-news/145-south-korea-created-an-entire-city-for-5gautonomous-vehicles.html


17 Physical Layer Security in Cooperative Vehicular Relay Networks 389

Fan L, Lei X, Duong TQ, Elkashlan M, Karagiannidis GK (2014) Secure multiuser communications
in multiple amplify-and-forward relay networks. IEEE Trans Commun 62(9):3299–3310

Fan L, Yang N, Duong TQ, Elkashlan M, Karagiannidis GK (2016) Exploiting direct links for
physical layer security in multiuser multirelay networks. IEEE Trans Wirel Commun 15(6):3856–
3867

Gradshteyn IS, Ryzhik IM (2000) Tables of integrals, series, and products. Academic Press, New
York

Hartenstein H, Laberteaux KP (2008) A tutorial survey on vehicular ad hoc networks. IEEE Commun
Mag 46(6):164–171

He R, Molisch AF, Tufvesson F, Wang R, Zhang T, Li Z, Ai B (2016) Measurement-based analysis
of relaying performance for vehicle-to-vehicle communications with large vehicle obstructions.
In: 2016 IEEE 84th vehicular technology conference (VTC-Fall), pp 1–6

Hoang TM, Duong TQ, Suraweera HA, Tellambura C, Poor HV (2015) Cooperative beamform-
ing and user selection for improving the security of relay-aided systems. IEEE Trans Commun
63(12):5039–5051

Ilhan H, Uysal M, Altunbas I (2009) Cooperative diversity for intervehicular communication: per-
formance analysis and optimization. IEEE Trans Veh Technol 58(7):3301–3310

Ilhan H, Akin AI (2012) Performance analysis of AF relaying cooperative systems with relay
selection over double Rayleigh fading channels. In: 2012 6th International conference on signal
processing and communication systems (ICSPCS). IEEE, pp. 1–6

Kuhestani A, Mohammadi A, Mohammadi M (2018) Joint relay selection and power allocation
in large-scale MIMO systems with untrusted relays and passive eavesdroppers. IEEE Trans Inf
Forens Secur 13(2):341–355

Liu C, Yang N, Yuan J, Malaney R (2015) Location-based secure transmission for wiretap channels.
IEEE J Sel Areas Commun 33(7):1458–1470

Lv L, Chen J, Yang L, Kuo Y (2017) Improving physical layer security in untrusted relay networks:
cooperative jamming and power allocation. IET Commun 11(3):393–399

Martinez F, Toh C-K, Cano J-C, Calafate C, Manzoni P (2010) Emergency services in future intel-
ligent transportation systems based on vehicular communication networks. IEEE Intell Transp
Syst Mag 2(2):6–20

Nguyen BV, Kim K (2015) Secrecy outage probability of optimal relay selection for secure AnF
cooperative networks. IEEE Commun Lett 19(12):2086–2089

Nguyen SQ, Kong HY (2016) Outage probability analysis in dual-hop vehicular networks with the
assistance of multiple access points and vehicle nodes. Wireless Pers Commun 87(4):1175–1190

Niu H, Zhu N, Sun L, Vasilakos AV, Sezaki K (2016) Security-embedded opportunistic user coop-
eration with full diversity. Wirel Netw 22(5):1513–1522

Pandey A, Yadav S (2018) Physical layer security in cooperative AF relaying networks with
direct links over mixed Rayleigh and double-Rayleigh fading channels. IEEE Trans Veh Technol
67(11):10615–10630

Pandey A, Yadav S (2018) Performance evaluation of amplify-and-forward relaying coopera-
tive vehicular networks under physical layer security. Trans Emerging Telecommun Technol
29(11):e3534

Pandey A, Yadav S (2020) Physical layer security in cooperative AF relay networks over mixed
Nakagami-m and double Nakagami-m fading channels: performance evaluation and optimization.
IET Commun 14(1): 95–104. https://doi.org/10.1049/iet-com.2019.0584, www.ietdl.org

Parkinson S, Ward P, Wilson K, Miller J (2017) Cyber threats facing autonomous and connected
vehicles: future challenges. IEEE Trans Intell Transp Syst 18(11):2898–2915

Prudnikov AP, Brychkov YA, Marichev OI (1990) Integrals and series vol 3: more special functions.
Gordon and Breach Science Publishers

Sakiz F, Sen S (2017) A survey of attacks and detection mechanisms on intelligent transportation
systems: VANETs and IoV. Ad Hoc Netw 61:33–50

Salo J, El-Sallabi HM, Vainikainen P (2006) Statistical analysis of the multiple scattering radio
channel. IEEE Trans Antennas Propag 54(11):3114–3124

https://doi.org/10.1049/iet-com.2019.0584
www.ietdl.org


390 A. Pandey and S. Yadav

Seyfi M, Muhaidat S, Liang J, Uysal M (2011) Relay selection in dual-hop vehicular networks.
IEEE Sig Process Lett 18(2):134–137

Shah SAA, Ahmed E, Imran M, Zeadally S (2018) 5G for vehicular communications. IEEE Commun
Mag 56(1):11–117

Sun L, Ren P, Du Q, Wang Y, Gao Z (2015) Security-aware relaying scheme for cooperative networks
with untrusted relay nodes. IEEE Commun Lett 19(3):463–466

The Wolfram Functions Site. http://functions.wolfram.com/
Wang W, Teh KC, Li KH (2016) Relay selection for secure successive AF relaying networks with

untrusted nodes. IEEE Trans Inf Forens Secur 11(11):2466–2476
Yan G, Rawat DB (2017) Vehicle-to-vehicle connectivity analysis for vehicular ad-hoc networks.

Ad Hoc Netw 58:25–35
Yang N, Wang L, Geraci G, Elkashlan M, Yuan J, Renzo MD (2015) Safeguarding 5G wireless

communication networks using physical layer security. IEEE Commun Mag 53(4):20–27
Yang L, Chen J, Jiang H, Vorobyov SA, Zhang H (2017) Optimal relay selection for secure cooper-

ative communications with an adaptive eavesdropper. IEEE Trans Wirel Commun 16(1):26–42
Yener A, Ulukus S (2015) Wireless physical-layer security: lessons learned from information theory.

Proc IEEE 103(10):1814–1825
Zhang J, Pan G (2017) Secrecy outage analysis with Kth best relay selection in dual-hop inter-vehicle

communication systems. AEU Int J Electron Commun 71:139–144
Zhao R, Lin H, He YC, Chen DH, Huang Y, Yang Y (2018) Secrecy performance of transmit antenna

selection for MIMO relay systems with outdated CSI. IEEE Trans Commun 66(2):546–559
Zou Y, Wang X, Shen W (2013) Optimal relay selection for physical-layer security in cooperative

wireless networks. IEEE J Sel Areas Commun 31(10):2099–2111
Zou Y, Zhu J, Wang X, Hanzo L (2016) A survey on wireless security: technical challenges, recent

advances, and future trends. Proc IEEE 104(9):1727–1765

http://functions.wolfram.com/


Chapter 18
Machine Learning in 5G
Wireless Networks

Abhishek and Shekhar Verma

Abstract The surge in demand for faster, reliable, and inter-operable networks leads
to the development of 5G networks. The resultant increase in the numbers of services,
heterogeneous devices with quality of service assurance requires the infrastructure
to be further optimized. A sub-optimal infrastructure can be tuned through manual
or rule-based optimization, but to further realize the full potential of the 5G network,
the change should be based on the current scenario and traffic pattern in the net-
work. The recent developments in machine learning algorithms where the models
are capable of learning from the data itself have proved their potential by minimizing
the manual intervention for optimal performance. In this chapter, authors identify
the areas where the problems faced in 5G infrastructure can be modeled as machine
learning problems, which is followed by the introduction of well-explored machine
learning models for solving these problems.

18.1 Introduction

The rapid increase in the number of mobile devices, multimedia applications, and
wireless data service demands require quick and robust adaptability at network infras-
tructure end. The next-generation wireless network 5G promises to provide such an
adaptive infrastructure that can accommodate 100 times more devices with high-
throughput, ultra-low latency, high QoS, low power consumption to have fast and
real-time communication services (Agiwal et al. 2016). Additionally, 5G also ensures
interoperability between heterogeneous devices or networks by including the Inter-
net of things (IoT), vehicular networks, and device-to-device communication. The
major challenges in achieving an ideal 5G network infrastructure are:
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1. Interference
2. User localization
3. Traffic management
4. Network control
5. Channel optimization
6. Power consumption
7. Security

In an ideal scenario, all the above challenges have been successfully conquered, but
the real-time network exhibits completely different properties than that of the ideal.
Thus, the standard solutions fail to give satisfactory results and lead to sub-optimal
utilization of the infrastructure. Just like the 5G network, the solutions should be
adaptive in nature, i.e., the parameters should be tuned according to the current sce-
nario which are difficult to be assured manually. The adaptive solution objective
aligns with the aim of all machine learning (ML) models that can exploit the patterns
hidden in data by learning from the data itself. In today’s scenario, the users gen-
erate and consume humongous mobile data regularly which include data generated
from device-mounted sensors, consumption of online content, digital media, usage
patterns, etc. This data can coarsely tell about the current surrounding of the user
and its usage pattern. The network dynamics data can be further used to optimize
the resource allocation (Cheng et al. 2017). The availability of big data, high com-
puting, cheap storage, and offline training (De Coninck et al. 2015) has enabled ML
solutions to be used widely. In general, ML algorithms extract the patterns hidden
in data giving insights of the data. The same task of feature engineering and pattern
extraction by domain expert manually has been proved to be very complex, costly,
and prone to error (Ahmed et al. 2018; Paolini 2017).

While the simple and effective models such as k-nearest neighbors (kNN) (Bahl
and Padmanabhan 2000), support vector machine (SVM) (Wu et al. 2004), linear
regression, ridge regression, and logistic regression have already been applied in
solving the problems in wireless networks, they become inefficient and prone to error
as the volume of data increases. Also, these models require large amount of labeled
samples which ultimately increase manual efforts and cost. The recent advancements
in deep neural networks (DNN) (Schmidhuber 2015) efficiently exploit the nonlinear
relationship present in data by processing it from low level to high level producing
optimal semantic information. DNN has already been proved as useful and accurate
technique in application areas such as vision, audio, and robotics (Ordóñez and
Roggen 2016; Zhang et al. 2016). In this chapter, we explore the efficient and effective
deep learning solutions specifically designed to solve wireless network problems. The
chapter is further divided into several sections where Sect. 18.2 briefly describes the
basics of ML methods followed by their application in 5G wireless networks to solve
various problems in Sect. 18.3. The findings and conclusion of this chapter have been
illustrated in Sect. 18.4.
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18.2 Machine Learning Basics

The machine learning algorithms can be broadly classified under three groups: super-
vised, unsupervised, and semi-supervised. A model built on the basis of labeled data
only comes under supervised learning. In unsupervised learning, the aim changes
from finding the correct label of the unlabeled data to group data with similar charac-
teristics. Semi-supervised methods include best of both supervised and unsupervised
learning models. It enhances the model’s accuracy where supervised model fails
to perform due to labeled data scarcity. The semi-supervised learning exploits the
marginal density information present in abundant unlabeled data to learn an accurate
and generic function (Fig. 18.1).

Deep learning is a subset of machine learning models, while most of the machine
learning algorithms rely on domain experts to identify the important features present
in data, deep learning models do it automatically. It extracts the information hier-
archically by passing the raw data through multiple layers of nonlinear functions.
The resultant domain-specific semantic information helps in making accurate pre-
dictions. Neural networks are the simplest model of deep learning architecture. A
neural network essentially consists of an input layer and an output layer with multiple
hidden layers sandwiched in between them. The size of input layer depends on the
number of features present in the data, and size of the output layer depends on the
desired output. Each layer in a neural network is controlled by individual neurons.
The neuron takes in data from previous layer’s output and gives out a value if the
input fulfills the neuron activation criteria. Neurons in one layer are connected to a
few or all neurons in the next layer decided by dropouts or fully connected criteria,
respectively. The learning of the neural network involves optimizing the edge weight
which connects neurons to two adjacent layers. Though any optimization technique
can be used, back-propagation is most widely used to learn optimal weights due to
its simplicity and efficiency.

The deep learning architecture creates a model through forward and backward
propagations as shown in Fig. 18.2. The input layer has been shown with blue color,
the three hidden layers with green color and output layer with yellow color. The model
consists of a loss function L(w) with learning rate λ, nonlinear activation function
σ (e.g., sigmoid, tanh, ReLu), and W is the weight matrix between current and next
layer. In mathematical terms, the aim is to minimize the loss function using some
optimization (e.g., gradient descent) based on the labeled samples. In the forward

Fig. 18.1 Machine learning
taxonomy
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Fig. 18.2 Neural network

pass, the weights are trained based on the activation of respective neurons, while
in back-propagation, the final resultant error is checked for change with respect
to each layer’s weight using chain rule, and the same value is adjusted to learn
appropriate weights. Due to the chain rule, an incompatible activation function can
lead to vanishing gradient problem which stops the model from further learning. A
machine learning model helps in feature extraction from a high-dimensional data
without external input from experts. It is also helpful in handling and exploiting big
data.

The artificial neural network is further enhanced by performing convolution oper-
ation on input space with different filters or kernels corresponding to different feature
extraction. Figure 18.3 shows a 3 × 3 kernel represented by green outline on a 6 × 6
input instance to give one output shown with dotted lines. The whole input is covered
by shifting the kernel in different segments driven by strides (number of intermediate
features to be skipped). At first, convolutional neural networks (CNN) were intro-
duced for image and video data, but they have been further expanded to be utilized
in different data to exploit the variety of information that can be extracted using
different kernels.
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Fig. 18.3 Convolution operation

Fig. 18.4 Auto-encoders

Data is the new fuel. The ML model’s accuracy relies on the representation of the
given data; better the representation, higher will be the accuracy. As such, most of
the data are affected by noise and unknown transformations during different phases
of data collection and processing stages. Thus, a better representation of the data
is required which can be achieved using auto-encoders. An auto-encoder takes in
the input data and searches for optimal intermediate representation by minimizing
the reconstruction loss at the other end. As shown in Fig. 18.4, X is the input which
is transformed in the optimal intermediate representation Z by minimizing the loss
between X and X ′.

Recurrent neural network (RNN) is the neural network specifically designed
for modeling sequential data (time series) (Heck and Salem 2017; Hochreiter and
Schmidhuber 1997; Zhou et al. 2016). The 5G network data intrinsically contains
sequential relationship which needs to be extracted and exploited to make better
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use of underlying infrastructure. In each time step, the RNN utilizes the previous
state of the model to predict outcome at current stage. However, the traditional RNN
remained affected from vanishing and exploding gradient problem which is solved by
introducing input, output, and forget gate in long short-term memory (LSTM)-based
RNN. The next section contains a brief description about these machine learning
models help in solving various problems in 5G networks.

18.3 Machine Learning in 5G

The data in a 5G network can be broadly classified into two categories: network-
level data and app-level data. The network-level data contains information about
infrastructure and its performance like throughput, end-to-end delay, jitter, etc. The
user-level data contains information generated from handheld devices through the
sensors and mobile applications. The network-level data also logs the sender–receiver
information, communication type, and session time which remain helpful in network
management, resource allocation, diagnosis, etc. It exhibits the network dynamics
with users’ mobility pattern as a spatio-temporal relationship data.

The heterogeneous nature of data in the 5G networks due to different source of
collection and varying formats contains complex correlation among them. The aim
is to extract this hidden information and utilize them to optimize the underlying net-
work infrastructure and devices. In theory, more data give better insight and analysis
of the underlying system, but as the data increases, it becomes impossible for domain
experts to extract information manually. This leads to the requirement of some auto-
mated system that can analyze and extract the useful patterns from the data. While
the existing wireless networks already use traditional machine learning algorithms
to solve the problems, they become inefficient as the size and dimension of data
increases. In contrast, deep learning methods enable exhaustive analysis on big data
efficiently. The hierarchical abstraction of layers to extract the nonlinear correlation
gives detailed insight of data through effective semantic representation.

In the core of 5G networks, single-user MIMO system is employed to boost spec-
tral efficiency and reliability in comparison with single antenna systems. Similarly,
multiple antennas at the base station efficiently utilize same frequency with spatial
multiplexing to serve different users. Fundamentally, MIMO system maximizes the
5G efficiency by increasing the diversity gain, array gain, and spatial multiplexing
gain. So, if a symbol is transmitted by multiple antennas (Nt ) and received using
multiple antennas (Nr ) at receiver end, then due to Nt × Nr diversity with multiple
replica of same symbol, the probability of all the replicas fading at same time dras-
tically reduces. Through focused radio beam and combination of all symbols, the
SNR at targeted user can be increased.
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18.3.1 Network-Level Data

The four broad areas aimed to be solved using machine learning on network-level
data are network state prediction, network traffic classification, call detail records,
and channel analysis. As known, the mobile network is not always fully occupied
and utilized. It includes peak hours when the network is utilized to its maximum
sustainable limit and off-hours when the infrastructure remains idle. A network state
prediction refers to estimate the network traffic and its performance based on the
historical data available about the mobile infrastructure.

Figure 18.5a, b show single-user and multi-user MIMO systems. While the former
involves only one BS and one UE, the later includes single BS with multiple UE
using channel H . Practically, the MIMO system can achieve its maximum network
throughput when there is only one transmitter. Among multiple receivers, a codeword
is constructed for each UE such that the intended receiver does not see interference

Fig. 18.5 SU-MIMO and MU-MIMO
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Fig. 18.6 Inter-cell interference

from signals intended for other receivers. However, knowing the true characteristics
of wireless channel and perform successive encoding is not feasible hence, in MIMO
systems, the receiver only decodes the desired signal considering others as additive
white Gaussian noise. The exponential growth of mobile devices further pushes this
limit by enabling multiple BS transmitting at same frequency and time slots. This
leads to inter-cell interference between a BS and UE of different BS as shown in
Fig. 18.6.

Currently, the problem of inter-cell interference is solved using interference aware-
ness or co-ordination or joint signal processing. In interference aware network, based
on feedback from its cell’s UE for other BS interference, it controls its transmission
power to maximize intra-cell performance. In interference co-ordination, the data
exchange between adjacent BS is minimized and tunes antenna gain to form directed
beam toward intended UE. Joint processing exploits the spatial information of UE
and shares the intended data among BS to simultaneously provide the stream to the
same UE. While interference co-ordination is widely used due to its efficiency and
simplicity, restricting the data transfer among adjacent BS adversely affects the per-
formance of the whole infrastructure. Along with interference, the 5G network is
also affected by sparse connection and shadow regions.

The infrastructure and user-level data available in huge amount can be used to
extract the hidden information in them about the quality of experience (QoE) of a
user. The same information can also be used to achieve high-throughput network with
minimum or no interference with existing infrastructure. The problem of unsatisfac-
tory QoE can also be solved by identifying such regions and altering the infrastructure
or services. A multilayer perceptron (MLP) (Pierucci and Micheli 2016) examined
the data (average user throughput, number of active users in a cell, average data vol-
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ume per user, and channel quality indicators) from UE to identify low QoE regions.
Each neuron in MLP used sigmoidal transfer activation function to collectively form
one input, one output, and two hidden layers. The sigmoidal transfer function can be
expressed as

S(x) = ex

ex + 1

where x represents input data instance. The neuron activates when its input value goes
above the threshold. Region classification using MLP achieved 97.5% of accuracy
as compared to baseline radial basis function network. A wireless network generally
remains affected from traffic congestion and bottlenecks which drastically decrease
the network performance. Authors in (Gwon and Kung 2014) examined the received
packets to predict the network flow which can be further utilized in traffic monitoring,
network node scheduling, resource provisioning, and queue management. The model
performed in two stages where it extracted the essential features in first stage and then
employed a classifier on them. Feature extraction utilized sparse coding through K-
SVD and orthogonal matching pursuit then through max pooling operation, and the
dimension of the data is reduced to preserve significant features. Further classification
task was handled by SVM which reduced the burst size and gap length estimation
error to 12.2% and 6.8%, respectively.

Wireless mesh networks to deliver last mile connectivity in 5G to end users. To
ensure high QoE, predictive network planning is required. Authors proposed to use a
deep belief network (DBN) with Gaussian model which is used to estimate the traffic
demand patterns in wireless mesh networks (Nie et al. 2018). The model computed
two different wavelet coefficients for both high-pass and low-pass components of
the network traffic and employed a DBN on low-pass component to predict the
upcoming demand. In terms of traffic prediction accuracy and bias, DBN with logistic
regression outperformed the existing state-of-the-art network prediction methods:
principal component axis (PCA), tomogravity, and single-range matching filtering
(SRMF).

Algorithm 1 Traffic demand prediction

Input: known network traffic (x1
p,q (t), x2

p,q (t) . . . x K
p,q (t)) ∈ X

Output: next traffic prediction X (T + 1)

for i = 1 to K do
ci

p,q ← DW T (xi
p,q (t))

end for
Train DBN (ci

p,q )K
i=1[C, D] ← DW T (X)

Ĉ ← DB N (C)

D̂ ← SRM F(D)

X (T + 1) ← I DW T (Ĉ, D̂)

return X (T + 1)
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Fig. 18.7 Network utilization prediction model

As described in Algorithm 1, it uses the previous traffic information to predict the
upcoming requirements. It first finds the discrete wavelet transform (DWT) for both
low- and high-pass components and train the DBN on them. Similarly, in prediction
phase also, it computes DWT of the data followed by inverse DWT on combined
prediction from DBN and SRMF. While the local network prediction analyzes and
optimizes the performance locally, the same prediction on a wider scale can benefit
all the connected users by optimal resource allocation and mutual co-ordination.
Authors in (Wang et al. 2017a) proposed to use auto-encoders with LSTM to exploit
the spatio-temporal relationship in the data. A single LSTM unit has been depicted in
Fig. 18.7a. It solves the exploding and vanishing gradient problem of recurrent neural
network by controlling the amount of information to be passed in successive state
through different gates. The model is fed with historical data of average traffic load
on each BS for training purpose, and then the same is utilized to perform prediction
for the upcoming instances. The model consisted of three components: local-stacked
auto-encoders (LSAE), global-stacked auto-encoders (GSAE), and LSTM. It begins
with GSAE and LSAE encoding the spatial data of the target cell and its adjacent
cells as global and local representation, and then, the concatenated local and global
representations are fed to LSTMs for training and future predictions.

The hybrid model as shown in Fig. 18.7b outperformed support vector regression
and the auto-regressive integrated moving average model by harnessing the collec-
tive processing capability of stacked auto-encoders and LSTM to exploit the spatial
and temporal relationship in the network data. The solution still remains short of
extracting the complex patterns hidden in the data especially in case of dense net-
work connection resulting in big data. CNNs have the excellent capability to uncover
these patterns using different kernels which makes ConvLSTM (Alawe et al. 2018;
Chen et al. 2018; Feng et al. 2018; Huang et al. 2017; Zhang and Patras 2018) a
better model than stacked AE with LSTM. A spatio-temporal neural network for
traffic forecasting includes ConvLSTMs along with 3D convolution layer to encode
the network data optimally which is further decoded using fully connected layers to
make future traffic predictions (Table 18.1).

The access and mobility management function in 5G generally handles the
requests from UEs. On serving large number of demands, it faces a problem due
to congestion. A deep neural network (Alawe et al. 2018) trained on historic service
requests can predict the upcoming request volume to allocate resources properly. The
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Table 18.1 Normalized RMSE of different methods in network traffic prediction (Zhang and Patras
2018)

Method 1-step 10-step 20-step 30-step

STN 0.19 ± 0.02 0.29 ± 0.05 0.51 ± 0.12 0.83 ± 0.14

D-STN 0.19 ± 0.02 0.28 ± 0.04 0.48 ± 0.09 0.71 ± 0.18

HW-ExpS 0.33 ± 0.03 0.51 ± 0.08 0.96 ± 0.01 1.79 ± 0.45

ARIMA 0.20 ± 0.04 0.39 ± 0.15 0.77 ± 0.31 1.00 ± 0.27

MLP 0.23 ± 0.02 0.38 ± 0.03 0.67 ± 0.13 0.96 ± 0.22

ConvLSTM 0.23 ± 0.02 0.39 ± 0.05 0.95 ± 0.24 1.49 ± 0.243

D-ConvNet 0.20 ± 0.02 0.37 ± 0.09 0.95 ± 0.30 1.64 ± 0.34

SVM 0.39 ± 0.16 0.46 ± 0.11 0.62 ± 0.14 0.95 ± 0.19

AE+LSTM 0.24 ± 0.05 – – –

network trained on 60% of total data was able to predict rest 40% service request
with 80% accuracy. The deep model can be further refined to increase the predic-
tion accuracy by training it with more data or by adding more hidden layers, but
that would restrict the model scalability. While on the same scenario, LSTM was
able to outperform deep neural network by increasing the prediction accuracy up
to 90%. The upcoming request can be easily translated into preventive measures by
implementing load balancing or adding more request handlers.

Infrastructure planning and deployment remain key steps in providing high QoS to
the users. Bad services do not always require to install new devices or add resources to
the existing infrastructure, but they need to be optimized to increase the throughput. In
different regions such as business area and residential area, load on the network does
not overlap, i.e., the peak hours are different in both areas. Hence, having dedicated
resources for data processing increases the operational overhead and does not fully
utilize its potential. By clustering the base stations in different regions with a common
data processing unit can further optimize the network usage. A multivariate LSTM
(Mu-LSTM) is proposed in (Chen et al. 2018) to predict the upcoming traffic pattern
by tapping on the temporal relationship hidden in the network-level data available
from multiple BS. In the next step, the complimentary traffic pattern base stations, i.e.,
the aggregated data usage should not go beyond their capacity, are clustered together
using ε-NN algorithm on the weighted graph. The Mu-LSTM with ε-NN clustering
was able to achieve ≈93% accuracy in upcoming traffic prediction which increased
the capacity utilization of the network to ≈83.4%. Table 18.2 shows the comparison
between different methods employed to predict upcoming network traffic and their
respective utilization ratio.

Deep diving into network-level data also gives insight about the different traffic
protocols being utilized. The identification of delay-tolerant and intolerant protocols
allow prioritizing them for better QoS. A deep auto-encoder (AE) has been employed
for protocol classification using transmission control protocol (TCP) flow dataset in
(Wang 2015). The unsupervised AE learning enables the model to extract the most
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Table 18.2 Upcoming traffic prediction and BS clustering (Chen et al. 2018)
Methods Upcoming traffic pattern error Average utility Deployment cost

Milan (%) Trentino (%) Milan (%) Trentino (%) Milan (%) Trentino (%)

Traditional – – 38.8 29.4 182 522

ARIMA-DCCA 20.2 23.7 65.3 45.2 112 160

WANN-DCCA 17.5 19.8 73.4 58.8 96 120

MuLSTM-DC 7.4 8.3 58.7 39.2 120 180

MuLSTM-DCCA 7.4 8.3 83.4 76.7 88 270

relevant features from the data and encode them in its optimal form for classification.
The experimental results show that AE-based model was able to classify the known
protocols and identify anomalous protocols accurately. Though training a model is
easy on plain text dataset, the task becomes difficult when the traffic is encrypted.
One solution would be to decrypt the traffic and perform analysis but that would defy
the whole purpose of encryption and security, the other is to identify patterns from the
encrypted traffic using CNN. 1D CNN (Wang et al. 2017b), deep packet (Lotfollahi
et al. 2017), and convLSTM (Aceto et al. 2019) have been proposed which transforms
the network traffic into an image which is further used to extract features through
CNN. The CNN reduces the amount of hand-crafted features which ultimately reduce
the overall models’ complexity and give real-time inference for traffic classification.
Advantage of utilizing deep learning models helps identifying unusual patterns in the
traffic wherein the models can be used to identify and segregate malicious packets
from the regular traffic.

18.3.2 User-Level Data

On the other hand, the app-level data contains demographic information and usage
pattern of respective users. User localization is an important feature in wireless
networks to serve the users better. The current location of all users collaboratively can
help identify the overcrowded cell or underutilized cell, the possible transit of mass,
predicting next location of users, etc. A smart hand-off mechanism in a 5G network
can ensure high QoS by minimizing the call drops and avoiding weak connectivity
zones. However, an accurate user localization would be required to ensure such a
mechanism. Though most of the devices are nowadays contain GPS (Davidson and
Piché 2016; Xia et al. 2017; Xiao et al. 2016) onboard for localization, it remains
absent on low-powered devices such as sensor networks which makes it difficult to
identify the region of event. Authors in (Singh and Verma 2017) propose iL2PA to use
semi-supervised iterative graph Laplacian manifold learning for accurate localization
in a situation where only majority of nodes rely on few localized nodes for localization
using received signal strength indicator (RSSI). It creates a weighted graph based
on the nodes’ co-ordinates and performs regression in an iterative fashion to discard
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Fig. 18.8 User localization using RSSI (Singh and Verma 2017)

the adverse effects of wireless channels. In the final stage, the transformed locations
of the anchor nodes are mapped to original space using Procrustes analysis followed
by the same operation in each anchor’s local region.

Fig. 18.8a shows the relationship between distance and RSSI, and Fig. 18.8b shows
the result trend between number of anchor nodes and the overall localization accuracy.
While GPS and such devices solve the outdoor localization problem, they fail to
deliver the same accuracy when devices are situated indoor. DeepFi (Wang et al.
2015) using channel state information (CSI) solves the problem and increases the
indoor localization accuracy by using an auto-encoder. The weights of a trained
network for each indoor location are stored as a fingerprint which is compared with
the reconstructed CSI weights during testing phase. Experimental results show that
DeepFi decreases the localization error by 50% as compared to existing state-of-the-
art machine learning methods (FIFS, Horus, etc.) (Brunato and Battiti 2005; Xiao
et al. 2012; Youssef and Agrawala 2005).

Mercury (Liang et al. 2016) trains a recurrent neural network (RNN) which is
optimal for sequential data on historical call detail records (CDR) containing tra-
jectory of users. Based on the user device connectivity to a series of BSs, the RRN
model is trained in combination with current sequence of input from the CDR. The
spatio-temporal map thus created ensures the accurate localization of the user or
group of users. The usage pattern generated on UE can also be used to approximate
the age and gender of the user using CNN (Felbo et al. 2015) which could prove
helpful in resource allocation and load balancing. Table 18.3 compares the result of
various state-of-the-art methods in user classification.

A device-free localization and activity recognition method (Wang et al. 2016)
utilizes sparse AE to extract the important distinguishing features. It is followed by a
softmax regression model to predict the user location and other essential parameters.
Experimental results proved that automatic feature extraction gave better features
than given by domain experts. CNN fed with received signal strength pattern capable
enough to discard the multipath propagation effect proved to be 100% accurate
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Table 18.3 User classification accuracy

Methods Age (%) Gender (%)

SVM 38.7 58.5

CNN 61.3 80.4

CNN-SVM 65.1 84.3

in indoor localization (Ibrahim et al. 2018). The input to the model is created by
constructing a matrix of N × T , where N is number of nodes in the network and T
is the time series containing the RSSI values as shown below:

⎡
⎢⎢⎢⎣

RSSI1,1 RSSI1,2 . . . RSSI1,T

RSSI2,1 RSSI2,2 . . . RSSI2,T

. . .

RSSIN ,1 RSSIN ,2 . . . RSSIN ,T

⎤
⎥⎥⎥⎦

Apart from the majorly defined supervised deep learning models, the devices gen-
erally provide the position of the unknown locations which can be treated as well-
defined semi-supervised model. By leveraging the information hidden in the reported
unknown location using deep reinforcement learning (DRL) and variational auto-
encoders (VAE) (Mohammadi et al. 2017), the localization accuracy is further
increased even with sparse labeled data. The agent here gets labeled target infor-
mation along with unlabeled target distance calculated using VAE. The agent gets
rewarded for correct movement prediction and after training; this helps in accurate
user localization using both labeled and unlabeled data. Thus, through user localiza-
tion, 5G infrastructure can be further optimized on dynamic requirements such as
smart hand-off, network load balancing, and dynamic resource allocation.

18.3.3 Network Control

5G network infrastructure runs on packet-based network. Hence, routing also poses
an important challenge in network optimization. A quick and smart routing algorithm
can reduce the overhead, thereby reducing the turnaround time and also avoiding
bottlenecks and congestion by optimally load balancing the network. The network
infrastructure can be depicted as a large graph where edges signify the available
routes in the network. By exploiting the basic graph properties using a dedicated
graph-query neural network, it learns various network topologies already present
in the network (Geyer and Carle 2018). In the training phase, few edges of the
adjacency matrix are randomly disabled based on Bernoulli distribution; this forces
the model to learn alternate optimal path for routing. This significantly optimizes the
distributed routing to optimally utilize the network. The deep reinforcement learning
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Fig. 18.9 Convolution neural network

employed to identify the time varying traffic conditions and correlation between
traffic flows allow the agent to suggest optimal route ensuring QoS (Pham et al.
2018). The model works with two reward functions based on mean of QoS, i.e.,
packet latency and drops and mean of flows. Additionally, convolution DRL for
routing is also employed which minimizes the number of edge weights in the model
based on convolution and pooling layers as shown in Fig. 18.9.

A deep neural network fed with network information establishes virtual temporary
routes using the Viterbi algorithm to avoid congestion (Lee 2017). Open shortest
path first on top of deep belief network finds the most favorable next routing node
to reduce the overhead and delay (Mao et al. 2017a). An optimal network scheduler
increases the throughput of the infrastructure thus assuring high QoS. By managing
the correct sequence of packets at both sender and receiver ends, the retransmission
requests can be minimized. It can also reduce the energy consumption in small
powered devices like IoT. A DRL with policy gradient-based scheduler employed to
learn the packet scheduling by getting rewards from network throughput increased
the network capacity by 14.7% (Chinchali et al. 2018). In other work, DRL used
in selective caching of the content by identifying the best base station to share the
content reduced the transmission delay, thereby increasing the user speed (Wei et al.
2018). In comparison to conventional scheduling policy, deep Q learning on VANETs
learn optimal Q value functions from actions, observations, and rewards modeled as
Markov decision process reduce the network latency and busy time to achieve high
throughput and longer battery life (Atallah et al. 2017). A multilayer perceptron
network to predict the free slots in multiple frequencies based on TDMA enhances
the network scheduling which reduces the collisions by 50% (Mennes et al. 2018).
As the network infrastructure data contains a sequential pattern, employing an LSTM
to predict the upcoming traffic load allows changing resource allocation policy to
avoid congestion thus, reducing the packet loss rates.

Radio control is another important area in 5G infrastructure, and by balancing
the transmission power and optimizing the dynamic spectrum access, the network
throughput can be increased multifold. A deep Q agent in DRL aimed to maximize
the signal to noise-plus-interference ration by making transmission power adjust-
ments in cognitive radio enhances the spectrum sharing (Yu et al. 2019). Spectrum
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access policy customized for every individual user enables high channel throughput.
LSTM with deep Q network learns user specific policies by performing training in
a distributed fashion at users’ end (Naparstek and Cohen 2017) which doubled the
channel throughput. Due to the dynamic nature of wireless infrastructure, most of
the times, it goes underutilized due to unpredictable traffic. RNN for forecasting
the upcoming traffic enables the network to perform dynamic spectrum assignment
which increases the network throughput (Rutagemwa et al. 2018.) In the case of
adversarial attack such as network jamming, the whole infrastructure collapses. An
anti-jamming solution using a DRL agent which learns about the adversarial situa-
tion by analyzing the raw spectrum with additional information about the underlying
environment avoids the infrastructure collapse and increases the throughput at the
same time.

In other applications, deep learning can be used in predicting bit rate for optimal
content transfer without loss. Pensieve system uses DRL algorithm to analyze avail-
able bandwidth, buffer size and predicts an adaptive bit rate to enhance user QoE
up to 25% (Mao et al. 2017b). As base stations in cellular network exhaust, a large
amount of energy to remain operational, identifying the underused base stations and
switching them on/off based on demand, can reduce the energy consumption. A deep
Q learning agent trained on traffic behavior dynamically controls the usage of base
station, thus optimizing the resources in the 5G infrastructure (Liu et al. 2018).

18.3.4 Network Security

Security is one of the most sought-out features of today’s network. A user demands
fast as well as secured infrastructure to save themselves from various adversarial
attacks. Wireless network security includes securing users, equipment, data, and
unauthorized access in the infrastructure. The existing security measures include
different solutions at both user and network ends such as antivirus software, firewall,
intrusion detection system, authentication and authorization protocols. (Buczak and
Guven 2015), but lack of adaptability to dynamic attacks leaves both user and network
open to threats. The adaptable algorithms using deep learning models can safeguard
wireless networks by automatically identifying the threats from past experiences
(Kwon et al. 2017). The learning from data reduces the manual efforts to define new
signatures and rules and enables the system to be protected real time. The unexpected
change in network traffic should be further analyzed for anomalies inside it. Specifi-
cally, their characteristics can be well explored using auto-encoders where each AE
can distinguish between different types of traffic like legitimate, flooding, injection,
impersonation, etc. Based on the correct classification, the threat can be blocked in
its initial phase, and thus, the infrastructure can be secured (Thing 2017). The AE can
also be utilized for feature extraction which is further utilized by any deep learning
model such as MLP to accurately identify anomalies in the network (Aminanto and
Kim 2016). MLP with AE further increased the classification accuracy by extracting
the required features from the traffic flow. Inclusion of IoT devices in the 5G net-
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work also leads to distributed attacks which need to be solved. By training a deep
learning model on flooding and distributed denial-of-service attacks, the model was
able to reduce the false-positive and false-negative classifications thus, accurately
identifying attacks without blocking essential services to legitimate devices (Diro
and Chilamkurti 2018; Khan et al. 2016; Saied et al. 2016). Due to low power in IoT
devices, set of features remain absent, which are typically found in other networks
which further make it difficult to identify attacks. This problem is solved by varia-
tional auto-encoders which employ matrix completion task to approximate missing
features based on available data (Lopez-Martin et al. 2017).

Similarly, security needs to be assured at users’ end also where the mobile device
can get infected from malicious apps openly available on the internet. A stacked AE
to automatically analyze the modules in the app and their call hierarchy to construct
a weighted directed graph (Hou et al. 2016). This helps in detecting apps which have
been intentionally repackaged and obfuscated to avoid signature detection. A CNN
trained with byte code of the app to discover malicious opcodes present in the app
allows the device to block execution of such apps (Martinelli et al. 2017; McLaughlin
et al. 2017).

18.4 Conclusion

The chapter explores the application of existing state-of-the-art machine learning
algorithms in the 5G networks. By exploiting the spatial and temporal information
present in both user-level and network-level data, many of the infrastructure plan-
ning problems can be solved. Through network-level data analysis, upcoming traffic
pattern can be predicted accurately to further allocate the resources in heavy request
zones or could cluster the underutilized resources to make substantial utilization of
them. The classification of various known and unknown protocols even in encrypted
traffic through convolution neural networks allows for prioritizing delay-intolerant
traffic and stopping malicious traffic to ensure security. User localization through call
detail records further allowed to improvise the network utilization by anticipating
the burst traffic. Through machine learning models, the network connectivity graph
is exploited to its full extent to discover the best routes available for packet deliv-
ery. Further, through intelligent radio control, the trade-off between QoS and power
consumption is optimized based on the predictive load. Machine learning in 5G also
helps in providing security by automatically identifying the malicious or adversary
based on previous signatures and experiences.
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